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#### Abstract

Modelling dynamic conditional heteroscedasticity is the daily routine in time series econometrics. We propose a weighted conditional moment estimation to potentially improve the efficiency of the QMLE (quasi maximum likelihood estimation). The weights of conditional moments are selected based on the analytical form of optimal instruments, and we nominally decide the optimal instrument based on the third and fourth moments of the underlying error term. This approach is motivated by the idea of general estimation equations (GEE). We also provide an analysis of the efficiency of QMLE for the location and variance parameters. Simulations and applications are conducted to show the better performance of our estimators.


## 1 Introduction

Nonlinear, dynamic models of means, variances, and covariances are routinely estimated in financial economics, macroeconomics, and other disciplines. A leading example is the set of models coming from the GARCH (generalized autoregressive conditional heteroskedasticity) family, see Bollerslev [1986]. Bollerslev and Wooldridge [1992] show that the Gaussian (normal) quasi maximum likelihood estimator (QMLE) has a critical robustness property in the general multivariate case: provided that the first two conditional moments are correctly specified, the Gaussian QMLE consistently estimates the parameters indexing the means, variances, and covariances under weak regularity conditions. Moreover, inferences that are robust to arbitrary departures from normality (subject to enough finite moments) are readily available.

[^0]Newey and Steigerwald [1997] suggest that for dynamic models with conditional means and variance components to be estimated, identification will be related to the symmetry of the density, excluding some special cases. Of course, if the normality assumption fails, then it is possible to obtain more efficient estimators. One possibility is to model the deviations from normality: assume that the new distribution is correctly specified and then use MLE to estimate the mean and variance parameters along with any new parameters. A leading example is Bollerslev [1987], who proposed replacing the normal distribution with a $t$-distribution with unknown degrees of freedom (df). The degrees-of-freedom parameter is estimated along with the mean and variance parameters. For specific parametric models such as GARCH, Fan et al. [2014] consider Quasi-maximum likelihood estimation of GARCH models with heavy-tailed likelihoods. Hafner and Rombouts [2007] looks at a nonparametric estimation for innovation distributions of the multivariate Garch model to improve the efficiency.

It is difficult to extend to multivariate settings with a general likelihood function tailored to heavy tail distributions. People can use copulas, see, for example, Chen and Fan [2006], who consider a copulae model for the temporal dependency. But estimation and theory might be involved. Semiparametric efficient properties for dynamic models have been studied in the literature, see, for example, Drost et al. [1997] with assumptions on the independent and identically distributed (iid) innovations. To obtain the most efficient estimator, which can be easily computed under very general model conditions, might be too demanding for practitioners.

In general, a QMLE framework is to construct an efficient estimator, and an efficiency lower bound is available under certain regularity conditions. However, it might be too much to ask for hitting the efficiency lower bound in practice. Instead, we can focus on a class of simple and useful estimators obtained from solving a set of general estimation equations (GEE). The GEE is set up in a way that the estimators would be efficient at the elements of certain "ideal submodel", and we would in turn have more robustness and better finite sample properties. For estimation in dynamic models, a few conditional moment equations are convenient to obtain, and optimal instruments are used to achieve estimation efficiency in a general GMM framework. Optimal weights are theoretically feasible but difficult to be estimated as it implicitly depends on the data generating process, in particular on moments of the underlying data generating processes.

To mimic the GEE idea in our moment estimation and optimal instrument framework, we can restrict the data generating process to a class of submodels under which the optimal instrument matrix is easy to be estimated. In particular, connected to the GEE approach as in Liang and Zeger [1986], we specify "a working" optimal instrument matrix. This involves a 'working" conditional variance-covariance matrix for the residual function that defines the first two conditional moments. Namely, we consider an estimator that, like the QMLE, requires only the first two moments to be correctly specified for consistency. Within this
class, we would like to find the optimal IV estimator under weaker assumptions than are commonly imposed. We then show that the estimator is likely to be more efficient than the QMLE quite generally when only the first two moments are correctly specified. The simulation results in many univariate and multivariate models strongly support this point: If the first two moment conditions are correctly specified, for example, the underline distribution of innovation term follows the standard normal, QMLE and our methods have similar performances. If we change the underline data generating process to a skewed normal distribution, our method outperforms QMLE.

We contribute to the literature in three aspects. First, we propose an easy to use estimator for dynamic models with dynamic moments. Second, we illustrate its efficient properties for many commonly used dynamic models. Third, we show its theoretical properties. The paper is organized as follows. In Section 2, we show the basic univariate framework and our proposed estimator. In Section 3, we extend the estimator to multivariate models. We study in Section 4 some model scenarios under which QMLE is indeed efficient. Simulations and applications are set in Section 5 and Section 6. We show the theoretical properties of our estimator in Section 7.

## 2 Univariate models

We start with the univariate case, where $y_{t}$ is a scalar response. Let $\mathbf{x}_{t}$ be a vector of conditioning variables, which would generally include lagged values of $y_{t}$. It can also include contemporaneous values of some other series, say $\mathbf{z}_{t}$, as well as lags of $\mathbf{z}_{t}$. Let $\mathbf{w}_{t}=\left(y_{t}, \mathbf{x}_{t}\right)$. We assume models of the conditional mean and variance:

$$
m_{t}\left(\mathbf{x}_{t}, \theta\right), v_{t}\left(\mathbf{x}_{t}, \theta\right), \theta \in \boldsymbol{\Theta} .
$$

where $v_{t}\left(\mathbf{x}_{t}, \theta\right)>0$ for all $\mathbf{x}_{t}$ and $\theta \in \boldsymbol{\Theta}$. The assumption that these models are correctly specified is that for some $\theta_{o} \in \boldsymbol{\Theta}$,

$$
\begin{align*}
E\left(y_{t} \mid \mathbf{x}_{t}\right) & =m_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)  \tag{1}\\
\operatorname{Var}\left(y_{t} \mid \mathbf{x}_{t}\right) & =v_{t}\left(\mathbf{x}_{t}, \theta_{o}\right), t=1,2, \ldots \tag{2}
\end{align*}
$$

We will assume that we have $T$ observations from the stochastic process, and, as an indexing convention, we also assume that $t=1$ is the first period we observe all elements of $\left(y_{t}, \mathbf{x}_{t}\right)$.

The setup is general enough to allow the variance parameters and mean parameters to overlap, or to be completely separate. This allows traditional models where the variance is modeled separately from the
variance, as well as ARCH-in-mean type models. See, for example, Engle et al. [1987].
Assumptions (1) and (2) are generally sufficient for consistency and $\sqrt{T}$-asymptotic normality under suitable regularity conditions and weak dependence requirements. However, it is traditional in the settings of interest to assume that the models are dynamically complete in mean and variance:

$$
\begin{align*}
E\left(y_{t} \mid \mathbf{x}_{t}, I_{t-1}\right) & =E\left(y_{t} \mid \mathbf{x}_{t}\right)  \tag{3}\\
\operatorname{Var}\left(y_{t} \mid \mathbf{x}_{t}, I_{t-1}\right) & =\operatorname{Var}\left(y_{t} \mid \mathbf{x}_{t}\right), \tag{4}
\end{align*}
$$

where

$$
I_{t-1}=\left(y_{t-1}, \mathbf{x}_{t-1}, y_{t-2}, \mathbf{x}_{t-2}, \ldots, y_{1}, \mathbf{x}_{1}\right)
$$

is the information observed through time $t-1$. Dynamic completeness in the first two moments is always essentially assumed in ARCH and GARCH models, and so are their numerous variations and extensions. A more realistic setting would allow misspecification of all kinds. However, this is rarely done in practice. We follow convention and assume the first two conditional moments are correctly specified and dynamically complete. This is the framework assumed in Bollerslev and Wooldridge [1992].

It is also important that we do not try to exploit all of the moment conditions implied by correct dynamics beyond the lags of variables included in $\mathbf{x}_{t}$. In other words, the optimal instrumental variables we derive depend only on $\mathbf{x}_{t}$ and not further lags. We take this approach for a few reasons. First, we want our estimator to be a direct extension of the Gaussian QMLE - henceforth, QMLE for brevity - which can be viewed as a particular IV estimator whose instruments depend only on $\mathbf{x}_{t}$. Second, the efficiency gains in going beyond functions of $\mathbf{x}_{t}$ are unlikely to be impressive, given that we are assuming the dynamics in the first two moments are completely captured by $\mathbf{x}_{t}$. Third, it would not be clear how to add additional moment conditions to ensure nontrivial efficiency gains. These points will become clear as we derive the proposed estimator. Along the way, we will derive the conditions under which the QMLE is the asymptotically efficient estimator based only on the first two moments and dynamic completeness. Henceforth, the dynamic completeness assumption is taken as given.

To see how to potentially improve over the QMLE, define the error term as well as the standardized error as

$$
\begin{aligned}
u_{t} & =y_{t}-m_{t}\left(\mathbf{x}_{t}, \theta_{o}\right) \\
e_{t} & =\frac{u_{t}}{\sqrt{v_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)}}
\end{aligned}
$$

By construction,

$$
\begin{aligned}
& E\left(u_{t} \mid \mathbf{x}_{t}\right)=0, \operatorname{Var}\left(u_{t} \mid \mathbf{x}_{t}\right)=v_{t}\left(\mathbf{x}_{t}, \theta_{o}\right) \\
& E\left(e_{t} \mid \mathbf{x}_{t}\right)=0, \operatorname{Var}\left(e_{t} \mid \mathbf{x}_{t}\right)=1
\end{aligned}
$$

and these conditional moments continue to hold conditional on $\left(\mathrm{x}_{t}, I_{t-1}\right)$. It is important to observe that $e_{t}$ is not guaranteed to be even independent of $\mathbf{x}_{t}$, let alone ( $\mathbf{x}_{t}, I_{t-1}$ ). Treatments such as Newey and Steigerwald [1997] make the assumption

$$
\begin{equation*}
e_{t} \text { is independent of }\left(\mathbf{x}_{t}, I_{t-1}\right), t=1,2, \ldots \tag{5}
\end{equation*}
$$

assume $e_{t}$ is independent of $\left(\mathbf{x}_{t}, I_{t-1}\right)$, an extra assumption that is not implied by the specification of the first two moments. As discussed in Bollerslev and Wooldridge [1992], the correct specification of the first two conditional moments implies that the score of the quasi-log likelihood is a vector martingale difference sequence (MDS). Along with weak dependence requirements, the MDS result ensures that the QMLE is $\sqrt{T}$-asymptotically normal. Assumption (5) can be used to simplify the verification of regularity conditions, but it has no substantive effect on the asymptotic properties of the QMLE. See also Wooldridge [1994] for a more general discussion.

To obtain a simple estimator that is asymptotically more efficient than the QMLE, we nominally assume

$$
\begin{align*}
& E\left(e_{t}^{3} \mid \mathbf{x}_{t}\right)=\kappa_{3}^{o}  \tag{6}\\
& E\left(e_{t}^{4} \mid \mathbf{x}_{t}\right)=\kappa_{4}^{o} \tag{7}
\end{align*}
$$

which is implied by the independence assumption (5). Written in terms of the errors $u_{t}$,

$$
\begin{aligned}
E\left(u_{t}^{3} \mid \mathbf{x}_{t}\right) & =\kappa_{3}^{o}\left[v_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)\right]^{3 / 2} \\
E\left(u_{t}^{4} \mid \mathbf{x}_{t}\right) & =\kappa_{4}^{o}\left[v_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)\right]^{2}
\end{aligned}
$$

Under the assumption of normality, we have $\kappa_{3}^{o}=0$ and $\kappa_{4}^{o}=3$. Bollerslev and Wooldridge [1992] show that neither of these restrictions is necessary for the consistency of the QMLE. In fact, neither is the assumption that these $E\left(e_{t}^{3} \mid \mathbf{x}_{t}\right)$ and $E\left(e_{t}^{4} \mid \mathbf{x}_{t}\right)$ are constant. For the estimators here, we use these assumptions to derive optimal instruments for estimating $\theta_{o}$, but (6) and (7) are not required for the consistency of our estimator. Later, we will need to consistently estimate $\kappa_{3}^{o}$ and $\kappa_{4}^{o}$, but this is easily done given an initial preliminary
estimator of $\theta_{o}$, which would typically be the QMLE. In deriving the asymptotic properties, we will only assume that the estimators converge to some constant without invoking (6) or (7).

Our estimator is motivated by finding the optimal instruments under the assumption that the model as dynamically complete in the first two moments and the auxiliary assumptions (6) and (7). For each $t$, define the $2 \times 1$ residual function ( $\mathbf{w}_{t}$ not defined here)

$$
\mathbf{r}_{t}\left(\mathbf{w}_{t}, \theta\right)=\binom{y_{t}-m_{t}\left(\mathbf{x}_{t}, \theta\right)}{\left[y_{t}-m_{t}\left(\mathbf{x}_{t}, \theta\right)\right]^{2}-v_{t}\left(\mathbf{x}_{t}, \theta\right)}
$$

If the model is dynamically complete then,

$$
E\left[\mathbf{r}_{t}\left(\mathbf{w}_{t}, \theta_{o}\right) \mid \mathbf{x}_{t}\right]=E\left[\mathbf{r}_{t}\left(\mathbf{w}_{t}, \theta_{o}\right) \mid \mathbf{x}_{t}, I_{t-1}\right]=\mathbf{0}
$$

As discussed in Wooldridge [1994], the optimal instrumental variables based on these moment conditions depend on

$$
\begin{aligned}
& \mathrm{E}\left[\nabla_{\theta} \mathbf{r}_{t}\left(\mathbf{w}_{t}, \theta_{o}\right) \mid \mathbf{x}_{t}\right] \\
& \operatorname{Var}\left[\mathbf{r}_{t}\left(\mathbf{w}_{t}, \theta_{o}\right) \mid \mathbf{x}_{t}\right] .
\end{aligned}
$$

The first matrix is easily obtained under correct specification of the first two moments as the $2 \times P$ matrix

$$
\mathbf{R}_{t}\left(\mathbf{x}_{t}, \theta_{o}\right) \equiv E\left[\nabla_{\theta} \mathbf{r}_{t}\left(\mathbf{w}_{t}, \theta_{o}\right) \mid \mathbf{x}_{t}\right]=-\binom{\nabla_{\theta} m_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)}{\nabla_{\theta} v_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)}
$$

In general, $\operatorname{Var}\left[\mathbf{r}_{t}\left(\mathbf{w}_{t}, \theta_{o}\right) \mid \mathbf{x}_{t}\right]$ can be any positive semi-definite matrix function of $\mathbf{x}_{t}$, making it difficult to implement an always efficient IV estimator. Our key innovation is to impose a "working" version of $\operatorname{Var}\left[\mathbf{r}_{t}\left(\mathbf{w}_{t}, \theta_{o}\right) \mid \mathbf{x}_{t}\right]$, where we borrow the term "working" from the generalized estimating equations (GEE) literature (for example, Zeger and Liang [1986]). In particular, if we impose (6) and (7), then

$$
\mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right) \equiv \operatorname{Var}\left[\mathbf{r}_{t}\left(\mathbf{w}_{t}, \theta_{o}\right) \mid \mathbf{x}_{t}\right]=\left(\begin{array}{cc}
v_{t}\left(\mathbf{x}_{t}, \theta_{o}\right) & \kappa_{3}^{o}\left[v_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)\right]^{3 / 2} \\
\kappa_{3}^{o}\left[v_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)\right]^{3 / 2} & \left(\kappa_{4}^{o}-1\right)\left[v_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)\right]^{2}
\end{array}\right)
$$

Rather than being unrestricted, $\mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)$ has a relatively simple form and depends on only two additional parameters. Under normality and other symmetric distributions, this structure holds with $\kappa_{3}^{o}=0$. Specific distributions also imply a value for $\kappa_{4}^{o}$, or in some cases - such as the skewed normal distribution or $t$ distribution - treat it as a parameter to be estimated using an MLE approach. Here, we use this structure
to obtain an estimator more efficient than the QMLE, if (6) and (7) hold. As in the GEE literature, we expect efficiency will carry over even if we drop (6) and (7).

As discussed in Wooldridge [1994], the optimal instruments, obtained only from the moments conditional on $\mathbf{x}_{t}$, are

$$
\left[\mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)\right]^{-1} \mathbf{R}_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)
$$

In order to implement the optimal IV estimator, we need consistent estimators of $\theta_{o}$ and $\kappa_{o}$. For $\theta_{o}$, the obvious choice is the QMLE, say $\check{\theta}$. For $\kappa_{3}^{o}$, a natural method of moments estimator is to obtain the standardized residuals,

$$
\check{e}_{t}=\frac{\left[y_{t}-m_{t}\left(\mathbf{x}_{t}, \check{\theta}\right)\right]}{\sqrt{v_{t}\left(\mathbf{x}_{t}, \check{\theta}\right)}}
$$

and then

$$
\check{\kappa}_{3}=T^{-1} \sum_{t=1}^{T} \check{e}_{t}^{3}=T^{-1} \sum_{t=1}^{T}\left[\frac{\check{u}_{t}}{\sqrt{v_{t}\left(\mathbf{x}_{t}, \check{\theta}\right)}}\right]^{3}
$$

Next, define $\eta_{4}^{o}=\kappa_{4}^{o}-1$, so that

$$
\eta_{4}^{o}=E\left[\left(e_{t}^{2}-1\right)^{2}\right]
$$

Therefore, a method of moments estimator that ensures nonnegativity is

$$
\check{\eta}_{4}=T^{-1} \sum_{t=1}^{T}\left(\check{e}_{t}^{2}-1\right)^{2}=T^{-1} \sum_{t=1}^{T}\left[\frac{\check{u}_{t}^{2}}{v_{t}(\check{\theta})}-1\right]^{2}
$$

and an unbiased version can be switched with the denominator $T$ to be $T-1$.
Given the preliminary estimators, we now obtain what would be estimates of the optimal instruments under correct model specification, including complete dynamics, (6) and (7):

$$
\begin{equation*}
\check{\mathbf{Z}}_{t}=\check{\mathbf{D}}_{t}^{-1} \check{\mathbf{R}}_{t} \tag{8}
\end{equation*}
$$

These can be used to obtain an optimal IV estimator. Namely, $\hat{\theta}$ solves

$$
\begin{equation*}
\sum_{t=1}^{T} \check{\mathbf{Z}}_{t}^{\prime} \mathbf{r}_{t}(\hat{\theta})=\mathbf{0} \tag{9}
\end{equation*}
$$

which is a set of $P$ nonlinear equations in the $P$ unknowns $\hat{\theta}$.

It is true that, under correct specification (dynamic completeness is not needed for this), the preliminary estimation of $\theta_{o}$ and $\kappa_{o}$ does not affect the asymptotic distribution of $\sqrt{T}\left(\hat{\theta}-\theta_{o}\right)$, see conditions in Theorem 3. In fact, in the formal statement of our result, we will drop (6) and (7), and simply assume that $\check{\kappa}_{3}$ converges in probability to some constant, say $\kappa_{3}^{*}$, and $\check{\eta}_{4}$ converges to a positive constant $\eta_{4}^{*}$. The estimator will not be the optimal IV estimator without (6) and (7), but it could still be asymptotically more efficient.

To avoid solving the nonlinear first-order condition, we can consider a one-step estimation. The idea of a one-step estimator is to consider a linear approximation to the moment condition in (9). Provided that we have a well-chosen initial estimator $\check{\theta}$, for example, a consistent QMLE. Then we can improve upon the estimator $\check{\theta}$ using our one-step procedure. The one-step estimation can be defined as:

$$
\begin{equation*}
\bar{\theta}=\check{\theta}-\left\{\sum_{t=1}^{T} \check{\mathbf{Z}}_{t}^{\prime} \nabla \mathbf{r}_{t}(\check{\theta})\right\}^{-1} \sum_{t=1}^{T} \check{\mathbf{Z}}_{t}^{\prime} \mathbf{r}_{t}(\check{\theta}) . \tag{10}
\end{equation*}
$$

Suppose that $\check{\theta}$ is a consistent and asymptotic normal estimator. $\hat{\theta}$ is an "ideal" consistent estimator for $\theta^{0}$. Then we can prove that $\tilde{\theta}$ is asymptotic equivalent to the estimator $\hat{\theta}$.

## 3 The multivariate case

We now formulate our estimation in the multivariate case. We can similarly look at the vector $d \times 1$ vector $\mathbf{y}_{t}$, and the conditional mean specification $\mathrm{E}\left(\mathbf{y}_{t} \mid \mathbf{x}_{t}\right)=\mathbf{m}\left(\mathbf{x}_{t}, \theta_{o}\right), \operatorname{Var}\left(\mathbf{y}_{t} \mid \mathbf{x}_{t}\right)=\Sigma_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)$, and $\mathbf{u}_{t}(\theta)=$ $\mathbf{y}_{t}-\mathbf{m}\left(\mathbf{x}_{t}, \theta_{o}\right)$. We suppress the dependence of the function $\Sigma_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)$ on $\mathbf{x}_{t}$. We can define the standardized vector as $\mathbf{e}_{t}=\Sigma_{t}\left(\theta_{o}\right)^{-1 / 2}\left(\mathbf{y}_{t}-\mathbf{m}\left(\mathbf{x}_{t}, \theta_{o}\right)\right)=\Sigma_{t}\left(\theta_{o}\right)^{-1 / 2} \mathbf{u}_{t}\left(\theta_{o}\right)$. Note that $\mathbf{e}_{t}$ is a $d \times 1$ dimensional random vector, and $\theta$ is a $P$-dimensional parameter. As a generalization in the multivariate case, we look at the moment vector $\underset{(d+d(d+1) / 2) \times 1}{\mathbf{r}_{t}(\theta)}=\left(\mathbf{u}_{t}(\theta)^{\prime}, \operatorname{Vech}\left(\mathbf{u}_{t}(\theta) \mathbf{u}_{t}^{\prime}(\theta)-\Sigma_{t}(\theta)\right)^{\prime}\right)^{\prime}$. It should be noted that Vec is the vectorization of a matrix, and Vech is denoted as a half vectorization. The switching between Vec and Vech is via a duplication and elimination matrix, i.e., $D_{n} \operatorname{Vech} A=\operatorname{Vec}(A)$, and $L_{n} \operatorname{Vec} A=\operatorname{Vech} A$ for an $n \times n$ symmetric matrix $A$.

$$
\begin{aligned}
\mathrm{E}\left(\mathbf{u}_{t}\left(\theta_{o}\right) \mid \mathbf{x}_{t}\right) & =\mathbf{0}, \operatorname{Var}\left(\mathbf{u}_{t}\left(\theta_{o}\right) \mid \mathbf{x}_{t}\right)=\Sigma_{t}\left(\mathbf{x}_{t}, \theta_{o}\right) \\
\mathrm{E}\left(\mathbf{e}_{t} \mid \mathbf{x}_{t}\right) & =\mathbf{0}, \operatorname{Vec}\left\{\operatorname{Var}\left(\mathbf{e}_{t} \mid \mathbf{x}_{t}\right)\right\}=\mathrm{E}\left(\mathbf{e}_{t} \otimes \mathbf{e}_{t} \mid \mathbf{x}_{t}\right)=\operatorname{Vec}\left(I_{d}\right)
\end{aligned}
$$

We define the third and fourth condition moments of $\mathbf{e}_{t}$ as $\mathrm{E}\left(\mathbf{e}_{t} \otimes \mathbf{e}_{t} \mathbf{e}_{t}^{\prime} \mid \mathbf{x}_{t}\right)=\mathbf{K}_{3}$, and $\mathrm{E}\left(\mathbf{e}_{t} \otimes \mathbf{e}_{t} \mathbf{e}_{t}^{\prime} \otimes \mathbf{e}_{t}^{\prime} \mid \mathbf{x}_{t}\right)=$ $\mathbf{K}_{4}$, which in the case of multivariate Gaussian has constant matrix forms. In particular for independent
standard normal random vector, $\mathbf{K}_{4}=I_{d^{2}}+\tilde{\mathbf{K}}_{d}+\operatorname{Vec}\left(I_{d}\right) \operatorname{Vec}\left(I_{d}\right)^{\prime}$, where $\tilde{\mathbf{K}}_{d}$ is a commutation matrix defined for example in Magnus and Neudecker [1979], and $\mathbf{K}_{3}=\mathbf{0}$.

We can see that $\mathbf{K}_{3}$ and $\mathbf{K}_{4}$ can be similarly estimated from the sample. In particular, let $j_{1}, j_{2}, j_{3}, i_{1}$, and $i_{2}$ be integers taking values from 1 to $d$, and we have

$$
\begin{aligned}
\check{\mathbf{K}}_{3} \text { is } d^{2} \times d & \text { with }\left[\check{\mathbf{K}}_{3}\right]_{\left(j_{1}-1\right) d+j_{2}, j_{3}}=\check{e}_{t j_{1}} \check{e t j}_{2} \check{e}_{t j_{3}} \\
\check{\mathbf{K}}_{4} \text { is } d^{2} \times d^{2} & \text { with }\left[\check{\mathbf{K}}_{4}\right]_{\left(j_{1}-1\right) d+j_{2},\left(j_{3}-1\right) d+j_{4}}=\check{e}_{t j_{1}} \check{e}_{t j_{2}} \check{e}_{t j_{3}} \check{e}_{t j_{4}}
\end{aligned}
$$

, where

$$
\check{\mathbf{e}}_{t}=\Sigma_{t}(\check{\theta})^{-1 / 2}\left(\mathbf{y}_{t}-\mathbf{m}\left(\mathbf{x}_{t}, \check{\theta}\right)\right)
$$

The estimate of $\left(\left(j_{1}-1\right) d+j_{2}\right) \times j_{3}$ element of $\check{\mathbf{K}}_{3}$ is $T^{-1} \sum_{t=1}^{T} \check{e}_{t j}^{3}$ for $j_{1}=j_{2}=j_{3}=j$, and otherwise 0 , due to the fact that $\mathrm{E}\left(e_{j_{1}} e_{j_{2}} e_{j_{3}}\right)=0$, when two of the elements in $j_{1}, j_{2}, j_{3}$ are unequal. Moreover, the nonzero elements $\left(j_{1}-1\right) d+j_{2},\left(j_{3}-1\right) d+j_{4}$ in $\check{K}_{4}$ is when $j_{1}=j_{2}=i_{1}, j_{3}=j_{4}=i_{2}, j_{1}=j_{4}=i_{1}, j_{2}=j_{3}=i_{2}$, $j_{1}=j_{3}=i_{1}, j_{2}=j_{4}=i_{2}$ and $j_{1}=j_{2}=j_{3}=j_{4}=j$. We can then estimate the nonzero element by $\left(T^{-1} \sum_{t=1}^{T} \check{e}_{t i_{1}}^{2}\right)\left(T^{-1} \sum_{t=1}^{T} \check{e}_{t i_{2}}^{2}\right)$ for the first three cases, and $T^{-1} \sum_{t=1}^{T} \check{e}_{t j}^{4}$ for $j_{1}=j_{2}=j_{3}=j_{4}=j$.

The matrix $\mathbf{D}$ in Section 2 becomes

$$
\mathbf{D}\left(\mathbf{x}_{t}, \theta_{o}\right)=\left(\begin{array}{cc}
\Sigma_{t} & \Sigma_{12, t} \\
\Sigma_{12, t}^{\prime} & \Sigma_{22, t}
\end{array}\right)
$$

where

$$
\begin{aligned}
& \Sigma_{12 t}^{\prime}=L_{d} \Sigma_{t}\left(\theta_{o}\right)^{1 / 2} \otimes \Sigma_{t}\left(\theta_{o}\right)^{1 / 2} \mathbf{K}_{3} \Sigma_{t}\left(\theta_{o}\right)^{1 / 2}, \text { and } \\
& \Sigma_{22 t}=L_{d}\left(\Sigma_{t}\left(\theta_{o}\right)^{1 / 2} \otimes \Sigma_{t}\left(\theta_{o}\right)^{1 / 2} \mathbf{K}_{4} \Sigma_{t}\left(\theta_{o}\right)^{1 / 2} \otimes \Sigma_{t}\left(\theta_{o}\right)^{1 / 2}-\operatorname{Vec} \Sigma_{t}\left(\theta_{o}\right) \operatorname{Vec} \Sigma_{t}\left(\theta_{o}\right)^{\prime}\right) L_{d}^{\prime}
\end{aligned}
$$

The partial derivative of the moment functions $(d+d(d+1) / 2) \times P$ is

$$
\mathbf{R}_{t}=\nabla \mathbf{r}_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)=\left(\nabla \mathbf{m}_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)^{\prime},\left(L_{d}\left(\mathbf{u}_{t} \otimes I+I \otimes \mathbf{u}_{t}\right) \nabla \mathbf{m}_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)\right)^{\prime}\right)^{\prime}
$$

The optimal instrument matrix is $\mathbf{D}\left(\mathbf{x}_{t}, \theta_{o}\right)^{-1} \mathbf{R}_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)$, and define $\check{\mathbf{Z}}_{t}=\mathbf{D}\left(\mathbf{x}_{t}, \check{\theta}\right)^{-1} \mathbf{R}_{t}\left(\mathbf{x}_{t}, \check{\theta}\right)$ we solve the estimation as in equation (9).

## 4 When is the Gaussian QMLE asymptotically efficient?

To understand better that the circumstances under which we are going to improve upon QMLE, we study in this section the efficiency of QMLE for some specific dynamic models. In particular, we study the effect of third and fourth moments on the asymptotic variance-covariance matrix. It is not difficult to obtain a sufficient condition for the Gaussian QMLE to be the asymptotically efficient estimator. We follow Bollerslev and Wooldridge [1992] to introduce the setup in the Gaussian QMLE briefly. The Gaussian QMLE is defined to be

$$
\begin{equation*}
\check{\theta} \stackrel{\text { def }}{=} \operatorname{argmax}_{\theta \in \Theta} T^{-1} \sum_{t=1}^{T} \ell_{t}\left(\theta ; \mathbf{y}_{t}, \mathbf{x}_{t}\right) \tag{11}
\end{equation*}
$$

The log likelihood function is denoted as

$$
\begin{equation*}
\ell_{t}\left(\theta ; \mathbf{y}_{t}, \mathbf{x}_{t}\right)=-1 / 2 \log \left|\Sigma_{t}\left(\mathbf{x}_{t}, \theta\right)\right|-1 / 2\left(\mathbf{u}_{t}\left(\mathbf{w}_{t}, \theta\right)^{\prime}\right) \Sigma_{t}^{-1}\left(\mathbf{x}_{t}, \theta\right)\left(\mathbf{u}_{t}\left(\mathbf{w}_{t}, \theta\right)\right) \tag{12}
\end{equation*}
$$

We breviate $\mathbf{u}_{t}\left(\mathbf{w}_{t}, \theta\right)$ to $\mathbf{u}_{t}(\theta)$. The score function is

$$
\begin{equation*}
\mathbf{s}_{t}(\theta)=\nabla_{\theta} \mathbf{m}_{t}(\theta)^{\prime} \Sigma_{t}(\theta)^{-1} \mathbf{u}_{t}(\theta)+1 / 2 \nabla_{\theta} \Sigma_{t}(\theta)^{\prime}\left(\Sigma_{t}^{-1}(\theta) \otimes \Sigma_{t}^{-1}(\theta)\right) \operatorname{Vec}\left(\mathbf{u}_{t}(\theta) \mathbf{u}_{t}(\theta)-\Sigma_{t}(\theta)\right) \tag{13}
\end{equation*}
$$

where $\nabla_{\theta} \Sigma_{t}(\theta)=\nabla_{\theta^{\prime}} \operatorname{Vec}\left(\Sigma_{t}(\theta)\right)$ is $d^{2} \times P$ matrix, and $\nabla_{\theta} \mathbf{m}_{t}(\theta)^{\prime}=-\nabla_{\theta} \mathbf{u}_{t}(\theta)^{\prime}$ is a $P \times d$ dimension matrix.
The negative Hessian evaluated by expectation at the $\theta_{o}$, i.e., $\mathrm{E}\left(\nabla_{\theta}\left(s_{t}\left(\theta_{o}\right)^{\prime}\right)\right)$ is

$$
\begin{equation*}
I_{t}\left(\theta_{o}\right)=\nabla_{\theta} \mathbf{m}_{t}\left(\theta_{o}\right)^{\prime} \Sigma_{t}\left(\theta_{o}\right)^{-1} \nabla_{\theta} \mathbf{u}_{t}\left(\theta_{o}\right)+1 / 2 \nabla_{\theta} \Sigma_{t}\left(\theta_{o}\right)^{\prime}\left(\Sigma_{t}^{-1}\left(\theta_{o}\right) \otimes \Sigma_{t}^{-1}\left(\theta_{o}\right)\right) \nabla_{\theta} \Sigma_{t}\left(\theta_{o}\right) \tag{14}
\end{equation*}
$$

It is not hard to see that

$$
\begin{aligned}
& J_{t}\left(\theta_{o}\right) \stackrel{\text { def }}{=} \mathrm{E}\left(\mathbf{s}_{t}\left(\theta_{o}\right) \mathbf{s}_{t}^{\prime}\left(\theta_{o}\right)\right)=\nabla_{\theta} \mathbf{u}_{t}\left(\theta_{o}\right)^{\prime} \Sigma_{t}^{-1}\left(\theta_{o}\right) \nabla_{\theta} \mathbf{u}_{t}\left(\theta_{o}\right) \\
&+1 / 2 \nabla_{\theta} \Sigma\left(\theta_{o}\right)^{\prime} \Sigma_{t}\left(\theta_{o}\right)^{-1 / 2} \otimes \Sigma_{t}\left(\theta_{o}\right)^{-1 / 2} \mathbf{K}_{3} \Sigma_{t}\left(\theta_{o}\right)^{-1 / 2} \nabla \mathbf{u}_{t}(\theta) \\
&+1 / 2\left\{\nabla_{\theta} \Sigma\left(\theta_{o}\right)^{\prime} \Sigma_{t}\left(\theta_{o}\right)^{-1 / 2} \otimes \Sigma_{t}\left(\theta_{o}\right)^{-1 / 2} \mathbf{K}_{3} \Sigma_{t}\left(\theta_{o}\right)^{-1 / 2} \nabla \mathbf{u}_{t}(\theta)\right\}^{\prime} \\
&\left.+1 / 4 \nabla_{\theta} \Sigma_{t}\left(\theta_{o}\right)^{\prime} \Sigma_{t}\left(\theta_{o}\right)^{-1 / 2} \otimes \Sigma_{t}\left(\theta_{o}\right)^{-1 / 2} \mathbf{K}_{4} \Sigma_{t}\left(\theta_{o}\right)^{-1 / 2} \otimes \Sigma_{t}\left(\theta_{o}\right)^{-1 / 2} \nabla_{\theta} \Sigma_{t}\left(\theta_{o}\right)\right) \\
&-1 / 4 \nabla_{\theta} \Sigma_{t}\left(\theta_{o}\right)^{\prime} \operatorname{Vec}\left(\Sigma_{t}\left(\theta_{o}\right)^{-1}\right) \operatorname{Vec}^{\prime}\left(\Sigma_{t}\left(\theta_{o}\right)^{-1}\right) \nabla_{\theta} \Sigma_{t}\left(\theta_{o}\right) \\
& \stackrel{\text { def }}{=} \\
& J_{t 1}+J_{t 2}+J_{t 2}^{\prime}+J_{t 3}+J_{t 4}
\end{aligned}
$$

Under regularity conditions, the asymptotic variance of the QMLE is $\left(I_{o}^{-1} J_{o} I_{o}^{-1}\right)$, see, for example, Theorem 7, where $J_{o}=\lim _{T \rightarrow \infty} T^{-1} \sum_{t=1}^{T} J_{t}\left(\theta_{o}\right)$ corresponds to the information matrix, and $I_{o}=\lim _{T \rightarrow \infty} T^{-1} \sum_{t=1}^{T} I_{t}\left(\theta_{o}\right)$.

If the conditional distribution of $e_{t}$ is indeed a standardized multivariate Gaussian, we have $I_{o}=J_{o}$, and the asymptotic variance would hit the lower bound $J_{o}^{-1}$.

The efficiency of a Gaussian QMLE would depend on the analytical form of $J_{t}\left(\theta_{o}\right)$ and $I_{t}\left(\theta_{o}\right)$. In the one dimensional case, for a $\operatorname{GARCH}(\mathrm{p}, \mathrm{q})$ model, $\mathbf{m}_{t}(\theta)^{\prime}=\mathbf{0}$, and thus $J_{t 1}=0$ and $J_{t 2}=0$, we can see that $J_{t}\left(\theta_{o}\right)=\left(\kappa_{4}^{o}-1\right) / 2 I_{t}\left(\theta_{o}\right)$. If $\kappa_{4}^{o}=3$ corresponding to the fourth moment of a Gaussian random variable $J_{t}\left(\theta_{o}\right)=I_{t}\left(\theta_{o}\right)$, the asymptotic variance would hit the lower bound. This corresponds to the finding of Francq and Zakoïan [2004].

Now we let

$$
\lim _{T \rightarrow \infty} T^{-1} \sum_{t=1}^{T}\left(J_{t 2}+J_{t 2}^{\prime}+J_{t 3}+J_{t 4}\right):=J_{2 o}+J_{2 o}^{\prime}+J_{3 o}+J_{4 o}
$$

and

$$
\lim _{T \rightarrow \infty} T^{-1} \sum_{t=1}^{T} 1 / 2 \nabla_{\theta} \Sigma_{t}\left(\theta_{o}\right)^{\prime}\left(\Sigma_{t}^{-1}\left(\theta_{o}\right) \otimes \Sigma_{t}^{-1}\left(\theta_{o}\right)\right) \nabla_{\theta} \Sigma_{t}\left(\theta_{o}\right):=I_{o}
$$

Proposition 1. If (i) the model is dynamic complete, (ii) satisfying 1, 2, 3, 4, (iii) has consistent QMLE, (iv) and the innovations $\mathbf{e}_{t}$ have a finite fourth-order moment, then the efficiency loss of the Gaussian QMLE by misspecifying the moments are $V_{o} \stackrel{\text { def }}{=} I_{o}^{-1}\left(J_{2 o}+J_{2 o}^{\prime}+J_{3 o}+J_{4 o}-I_{2 o}\right) I_{o}^{-1}$, with $V_{o 1}=I_{o}^{-1}\left(J_{2 o}+J_{2 o}^{\prime}\right) I_{o}^{-1}$ coming from skewness part, and $V_{o 2}=I_{o}^{-1}\left(J_{3 o}+J_{4 o}-I_{2 o}\right) I_{o}^{-1}$ coming from the fourth moment part. In particular, when the mean parameter and the variance parameter overlap, the $V_{o 1}, V_{o 2}$ would be of specific structure so that the skewness matrix would affect the variance of the mean and the variance of the QMLE, and the fourth-moment matrix would only affect the variance of the QMLE.

To investigate the role of third and fourth moments of the underlying distribution of $\mathbf{e}_{t}$ on the efficiency of estimation, we look at $J_{t 2}$ concerning the third moment matrix $\mathbf{K}_{3}$ and $J_{t 3}$ concerning the fourth moment $\mathbf{K}_{4}$. Ideally, for innovation distribution that is symmetric $\mathbf{K}_{3}=\mathbf{0}$, which is true for a Gaussian vector, any deviation from $\mathbf{K}_{3}=\mathbf{0}$ would contribute to the deviation of $J_{t}$ to $I_{t}$.

If we were to look at the case when the mean parameter and the variance parameter do not overlap, which is to say $\theta=\left(\beta^{\prime}, \gamma^{\prime}\right)^{\prime}$, where $\beta^{\prime}$ is $1 \times P_{1}$, and $\gamma^{\prime}$ is $1 \times P_{2}$, then $\nabla_{\theta} \mathbf{u}_{t}\left(\theta_{o}\right)$ consists of $\nabla_{\beta} \mathbf{u}_{t \times P_{1}}\left(\theta_{o}\right)$ and $\nabla_{\gamma} \mathbf{u}_{t}\left(\theta_{o}\right)=\mathbf{0}$, and $\nabla_{\theta} \Sigma_{t}\left(\theta_{o}\right)$ contains $\nabla_{\beta} \Sigma_{t}\left(\theta_{o}\right)=\mathbf{0}$ and $\nabla_{\gamma} \Sigma_{t}\left(\theta_{o}\right)$.

$$
\lim _{T \rightarrow \infty} T^{-1} \sum_{t=1}^{T} I_{t}
$$

$$
=\left(\begin{array}{cc}
\lim _{T \rightarrow \infty} T^{-1} \sum_{t=1}^{T} \nabla_{\beta} \mathbf{u}_{t}\left(\theta_{o}\right)^{\prime} \Sigma_{t}\left(\theta_{o}\right)^{-1} \nabla_{\beta} \mathbf{u}_{t}\left(\theta_{o}\right) & 0 \\
0 & \lim _{T \rightarrow \infty} T^{-1} \sum_{t=1}^{T} \nabla_{\gamma} \Sigma_{t}\left(\theta_{o}\right)^{\prime} O_{2 t} \nabla_{\gamma} \Sigma_{t}\left(\theta_{o}\right)
\end{array}\right)
$$

with $O_{2 t} \stackrel{\text { def }}{=} \Sigma_{t}\left(\theta_{o}\right)^{\prime}\left(\Sigma_{t}^{-1}\left(\theta_{o}\right) \otimes \Sigma_{t}^{-1}\left(\theta_{o}\right)\right)$, which is defined to be

$$
\begin{gathered}
\lim _{T \rightarrow \infty} T^{-1} \sum_{t=1}^{T} I_{t} \stackrel{\text { def }}{=}\left(\begin{array}{cc}
I_{1} & 0 \\
0 & I_{2}
\end{array}\right) \\
\lim _{T \rightarrow \infty} T^{-1} \sum_{t=1}^{T}\left(J_{t 2}+J_{t 2}^{\prime}\right)=\left(\begin{array}{cc}
0 & D_{\kappa_{3}^{o}} \\
D_{\kappa_{3}^{o}}^{\prime} & 0
\end{array}\right)
\end{gathered}
$$

where $D_{\kappa_{3}^{o}}$ is a $P_{1} \times P_{2}$ matrix corresponding to the formulae of $J_{t}$, and $\lim _{T \rightarrow \infty} T^{-1} \sum_{t=1}^{T} J_{t 3}=\left(\begin{array}{cc}0 & 0 \\ 0 & E_{\kappa_{4}^{o}}\end{array}\right)$ where $E_{\kappa_{4}^{o}}$ is a $P_{2} \times P_{2}$ matrix corresponding to the formulae of $J_{t}$.

We can then find that $V_{o}$ would be consistent of the following part $\left(I_{o}^{-1}\left(J_{2 o}+J_{2 o}^{\prime}+J_{3 o}\right) I_{o}^{-1}\right)$, which would take the following form,

$$
\left(\begin{array}{cc}
0 & 0 \\
0 & I_{2}^{-1} E_{\kappa_{4}^{o}} I_{2}^{-1}
\end{array}\right)+\left(\begin{array}{cc}
0 & I_{1}^{-1} D_{\kappa_{3}^{o}} I_{2}^{-1} \\
I_{1}^{-1} D_{\kappa_{3}^{o}}^{\prime} I_{2}^{-1} & 0
\end{array}\right)
$$

In sum, we can see that if the parameter does not overlap, the third moment would not affect the asymptotic variance of the estimated mean parameter $\hat{\beta}$ and estimated variance parameter $\hat{\gamma}$, but rather play a role in their covariance. And the fourth moment would play a role only on the variance of the estimated variance parameter $\hat{\gamma}$. However, if they overlap, both the third and fourth moments of error would play a role in efficiency. Now, if the mean and variance parameters vary separately, the Gaussian QMLE is efficient for any value of $\kappa_{3}^{o}$. And we need $\kappa_{4}^{o}=3$ only for the efficiency of $\hat{\gamma}$. Generally, if the mean and variance depend on the same parameters, $\kappa_{4}^{o}=0$ and $\kappa_{4}^{o}=3$ are needed.

It is worth noting that one can also implement a one-step QMLE, which is indicated for example in Newey and McFadden [1994]. For any consistent initial estimator $\check{\theta}$ of $\theta_{o}$, we denote the estimated Hessian of the likelihood function to be

$$
\begin{equation*}
I_{T}(\theta) \stackrel{\text { def }}{=}-T^{-1} \sum_{t=1}^{T} \nabla_{\theta \theta^{\prime}} \ell_{t}\left(\mathbf{y}_{t}, \mathbf{x}_{t}, \theta\right) \tag{15}
\end{equation*}
$$

Then the one-step estimation of the Gaussian QMLE is defined to be

$$
\begin{equation*}
\bar{\theta} \stackrel{\text { def }}{=} \check{\theta}+I_{T}(\check{\theta})^{-1} T^{-1} \sum_{t=1}^{T} \mathbf{s}_{t}(\check{\theta}) \tag{16}
\end{equation*}
$$

The theoretical properties of the one-step QMLE can be found in Theorem 8 in the Appendix.

## 5 Simulations

To evaluate the performance of our method, we run four Monte Carlo simulation experiments. We compare the finite sample performances of our method and QMLE. We show that for both univariate models and multivariate models, our method significantly outperforms QMLE in the case that the assumption on the normality is violated, while they perform similarly in the case that the innovation terms $\varepsilon_{t}$ are normally distributed. The sample sizes of our experiments are $n=500$, 1000, and 2000. The number of Monte Carlo replications is 500 . We use the function rsnorm of the R package $f G a r c h$ to generate series of skewed normal distribution. The resulting series has a skewness $\kappa_{3}^{0} \approx 0.78$ and a kurtosis $\kappa_{4}^{0} \approx 3.49^{1}$, compared with the standard normal distribution where $\kappa_{3}^{0}=0$ and a kurtosis $\kappa_{4}^{0}=3$.

### 5.1 Univariate models

We first show our results for a univariate GARCH/ARCH model.

### 5.1.1 Data generating process

We let the conditional variance $\sigma_{t}^{2}=v_{t}\left(\mathbf{x}_{t}, \theta_{0}\right)$. Based on our discussion in Section 2, we have

$$
\begin{aligned}
\mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right) & \equiv \operatorname{Var}\left[\mathbf{r}_{t}\left(\mathbf{w}_{t}, \theta_{o}\right) \mid \mathbf{x}_{t}\right]=\left(\begin{array}{cc}
v_{t}\left(\mathbf{x}_{t}, \theta_{o}\right) & \kappa_{3}^{o}\left[v_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)\right]^{3 / 2} \\
\kappa_{3}^{o}\left[v_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)\right]^{3 / 2} & \left(\kappa_{4}^{o}-1\right)\left[v_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)\right]^{2}
\end{array}\right) \\
& =\left(\begin{array}{cc}
\sigma_{t}^{2} & \kappa_{3}^{0} \sigma_{t}^{3} \\
\kappa_{3}^{0} \sigma_{t}^{3} & \left(\kappa_{4}^{0}-1\right) \sigma_{t}^{4}
\end{array}\right)
\end{aligned}
$$

Let $\mathbf{D}_{t}\left(x_{t}, \theta_{0}, \kappa_{0}\right):=\mathbf{D}_{t}$, we have

$$
\begin{align*}
\mathbf{D}_{t}^{-1} & =\frac{1}{\left(\kappa_{4}^{0}-1\right) \sigma_{t}^{6}-\left(\kappa_{3}^{0}\right)^{2} \sigma_{t}^{6}}\left(\begin{array}{cc}
\left(\kappa_{4}^{0}-1\right) \sigma_{t}^{4} & -\kappa_{3}^{0} \sigma_{t}^{3} \\
-\kappa_{3}^{0} \sigma_{t}^{3} & \sigma_{t}^{2}
\end{array}\right) \\
& =: \frac{1}{c^{k}}\left(\begin{array}{cc}
\left(\kappa_{4}^{0}-1\right) \sigma_{t}^{-2} & -\kappa_{3}^{0} \sigma_{t}^{-3} \\
-\kappa_{3}^{0} \sigma_{t}^{-3} & \sigma_{t}^{-4}
\end{array}\right) \tag{17}
\end{align*}
$$

[^1]
## Case 1: ARCH(1)

We apply the score function (9) to $\mathrm{ARCH}(1)$ model,

$$
\begin{aligned}
\varepsilon_{t} & =\sigma_{t} \eta_{t} \\
\sigma_{t}^{2} & =\omega_{0}+\alpha_{0} \varepsilon_{t-1}^{2}
\end{aligned}
$$

where the noise term $\eta_{t} \stackrel{i . i . d}{\sim}(0,1)$. Recall that $\sigma_{t}$ is the conditional volatility. The parameter of interest is $\theta=(\omega, \alpha)$. We recall from (8) that our estimator solves the following equation,

$$
\begin{equation*}
\sum_{t=1}^{T}\left(\check{\mathbf{D}}_{t}^{-1} \check{\mathbf{R}}_{t}\right)^{\prime} \mathbf{r}_{t}\left(\mathbf{w}_{t}, \hat{\theta}\right)=0 \tag{18}
\end{equation*}
$$

For $\mathrm{ARCH}(1)$, we have

$$
\begin{gather*}
\mathbf{r}_{t}(\theta)=\binom{\varepsilon_{t}}{\varepsilon_{t}^{2}-\sigma_{t}^{2}}=\binom{\varepsilon_{t}}{\varepsilon_{t}^{2}-\omega-\alpha \varepsilon_{t-1}^{2}}  \tag{19}\\
\mathbf{R}_{t}=-\left(\begin{array}{cc}
0 & 0 \\
1 & \varepsilon_{t-1}^{2}
\end{array}\right) \tag{20}
\end{gather*}
$$

Combining (18), (19), and (20), we can solve our optimal IV estimator from the following score function.

$$
\begin{align*}
0 & =\sum_{t=1}^{T} \check{\mathbf{R}}_{t} \check{\mathbf{D}}_{t}^{-1} \mathbf{r}_{t}(\hat{\theta}) \\
& =-\sum_{t=1}^{T} \frac{1}{\hat{c}^{k}}\left(\begin{array}{cc}
-\hat{\kappa}_{3} \hat{\sigma}_{t}^{-3} & \hat{\sigma}_{t}^{-4} \\
-\hat{\kappa}_{3} \hat{\sigma}_{t}^{-3} \varepsilon_{t-1}^{2} & \hat{\sigma}_{t}^{-4} \varepsilon_{t-1}^{2}
\end{array}\right)\binom{\varepsilon_{t}}{\varepsilon_{t}^{2}-\hat{\omega}-\hat{\alpha} \varepsilon_{t-1}^{2}} \\
& =-\frac{1}{\hat{c}^{k}} \sum_{t=1}^{T}\binom{-\hat{\kappa}_{3} \hat{\sigma}_{t}^{-3} \varepsilon_{t}+\frac{\varepsilon_{t}^{2}-\hat{\omega}-\hat{\alpha} \varepsilon_{t-1}^{2}}{\hat{\sigma}_{t}^{4}}}{-\hat{\kappa}_{3} \hat{\sigma}_{t}^{-3} \varepsilon_{t-1}^{2} \varepsilon_{t}+\frac{\varepsilon_{t}^{2}-\hat{\omega}-\hat{\alpha} \varepsilon_{t-1}^{2}}{\hat{\sigma}_{t}^{4}} \varepsilon_{t-1}^{2}} . \tag{21}
\end{align*}
$$

The QMLE score function of ARCH(1) is (See, e.g., p. 147 of Francq and Zakoian (2010))

$$
\begin{equation*}
\sum_{t=1}^{T}\binom{\frac{\varepsilon_{t}^{2}-\hat{\omega}-\hat{\alpha} \varepsilon_{t-1}^{2}}{\hat{\sigma}_{t}^{-4}}}{\frac{\varepsilon_{t}^{2}-\hat{\omega}-\hat{\alpha} \varepsilon_{t-1}^{2}}{\hat{\sigma_{t}^{4}}} \varepsilon_{t-1}^{2}}=0 \tag{22}
\end{equation*}
$$

## Case 2: GARCH $(1,1)$ with mean

For a $\operatorname{GARCH}(1,1)$ model we have

$$
\begin{aligned}
y_{t} & =\mu+\lambda \sigma_{t}+\varepsilon_{t} \\
\varepsilon_{t} & =\sigma_{t} \eta_{t} \\
\sigma_{t}^{2} & =\omega+\alpha \varepsilon_{t-1}^{2}+\beta \sigma_{t-1}^{2} \\
\mathbf{r}_{t}\left(\mathbf{w}_{t}, \theta_{0}\right) & =\left[\begin{array}{c}
y_{t}-\left(\mu+\lambda \sigma_{t}\right) \\
\varepsilon_{t}^{2}-\left(\omega+\alpha \varepsilon_{t-1}^{2}+\beta \sigma_{t-1}^{2}\right)
\end{array}\right]
\end{aligned}
$$

The parameter of interest is $\theta=(\mu, \lambda, \omega, \alpha, \beta)$. And we have

$$
\mathbf{R}_{t}=-\left(\begin{array}{ccccc}
1 & \sigma_{t} & \frac{\lambda}{2 \sigma_{t}} & \frac{\lambda}{2 \sigma_{t}} \varepsilon_{t-1}^{2} & \frac{\lambda}{2 \sigma_{t}} \sigma_{t-1}^{2} \\
0 & 0 & 1 & \varepsilon_{t-1}^{2} & \sigma_{t-1}^{2}
\end{array}\right)
$$

Correspondingly, we have $\mathbf{D}_{t}^{-1}$ as in (17)

$$
\begin{aligned}
\mathbf{D}_{t}^{-1} & =\frac{1}{\left(\kappa_{4}^{0}-1\right) \sigma_{t}^{6}-\left(\kappa_{3}^{0}\right)^{2} \sigma_{t}^{6}}\left(\begin{array}{cc}
\left(\kappa_{4}^{0}-1\right) \sigma_{t}^{4} & -\kappa_{3}^{0} \sigma_{t}^{3} \\
-\kappa_{3}^{0} \sigma_{t}^{3} & \sigma_{t}^{2}
\end{array}\right) \\
& =: \frac{1}{c^{k}}\left(\begin{array}{cc}
\left(\kappa_{4}^{0}-1\right) \sigma_{t}^{-2} & -\kappa_{3}^{0} \sigma_{t}^{-3} \\
-\kappa_{3}^{0} \sigma_{t}^{-3} & \sigma_{t}^{-4}
\end{array}\right)
\end{aligned}
$$

Also the optimal weight matrix is obtained as

$$
\check{\mathbf{R}}_{t} \check{\mathbf{D}}_{t}^{-1}=-\frac{1}{c^{k}}\left(\begin{array}{cc}
\left(\hat{\kappa}_{4}-1\right) \hat{\sigma}_{t}^{-2} & -\hat{\kappa}_{3} \hat{\sigma}_{t}^{-3} \\
\left(\hat{\kappa}_{4}-1\right) \hat{\sigma}_{t}^{-1} & -\hat{\kappa}_{3} \hat{\sigma}_{t}^{-2} \\
\left(\hat{\kappa}_{4}-1\right) \hat{\sigma}_{t}^{-3} \frac{\lambda}{2}-\hat{\kappa}_{3} \hat{\sigma}_{t}^{-3} & \hat{\sigma}_{t}^{-4}-\hat{\kappa}_{3} \hat{\sigma}_{t}^{-4} \frac{\lambda}{2} \\
{\left[\left(\hat{\kappa}_{4}-1\right) \hat{\sigma}_{t}^{-3} \frac{\lambda}{2}-\hat{\kappa}_{3} \hat{\sigma}_{t}^{-3}\right] \varepsilon_{t-1}^{2}} & {\left[\hat{\sigma}_{t}^{-4}-\hat{\kappa}_{3} \hat{\sigma}_{t}^{-4} \frac{\lambda}{2}\right] \varepsilon_{t-1}^{2}} \\
{\left[\left(\hat{\kappa}_{4}-1\right) \hat{\sigma}_{t}^{-3} \frac{\lambda}{2}-\hat{\kappa}_{3} \hat{\sigma}_{t}^{-3}\right] \hat{\sigma}_{t-1}^{2}} & {\left[\hat{\sigma}_{t}^{-4}-\hat{\kappa}_{3} \hat{\sigma}_{t}^{-4} \frac{\lambda}{2}\right] \hat{\sigma}_{t-1}^{2}}
\end{array}\right)^{\prime} .
$$

Let $\hat{\varepsilon}_{t}:=y_{t}-\hat{\mu}-\lambda \hat{\sigma}_{t}$ and $\hat{\sigma}_{t}^{2}=\omega+\alpha \hat{\varepsilon}_{t-1}^{2}+\beta \hat{\sigma}_{t-1}^{2}$, the estimator solves the following equation.

$$
\begin{align*}
0 & =\sum_{t=1}^{T} \check{\mathbf{R}}_{t} \check{\mathbf{D}}_{t}^{-1} \mathbf{r}_{t}(\hat{\theta}) \\
& =-\frac{1}{\hat{c}^{k}} \sum_{t=1}^{T}\left(\begin{array}{c}
\left(\hat{\kappa}_{4}-1\right) \hat{\sigma}_{t}^{-2} \hat{\varepsilon}_{t}-\hat{\kappa}_{3} \hat{\sigma}_{t}^{-3}\left(\hat{\varepsilon}_{t}^{2}-\hat{\sigma}_{t}^{2}\right) \\
\left(\hat{\kappa}_{4}-1\right) \hat{\sigma}_{t}^{-1} \hat{\varepsilon}_{t}-\hat{\kappa}_{3} \hat{\sigma}_{t}^{-2}\left(\hat{\varepsilon}_{t}^{2}-\hat{\sigma}_{t}^{2}\right) \\
\frac{\hat{\varepsilon}_{t}^{2}-\hat{\sigma}_{t}^{2}}{\hat{\sigma}_{t}^{t}}\left(1-\hat{\kappa}_{3} \frac{\lambda}{2}\right)+\left[\left(\hat{\kappa}_{4}-1\right) \hat{\sigma}_{t}^{-3} \frac{\lambda}{2}-\hat{\kappa}_{3} \hat{\sigma}_{t}^{-3}\right] \hat{\varepsilon}_{t} \\
\frac{\hat{\varepsilon}_{t}^{2}}{t} \hat{\sigma}_{t}^{2} \\
\hat{\sigma}_{t}^{4} \\
\left.\frac{\hat{\varepsilon}_{t}^{4}-\hat{\sigma}_{t}^{2}}{\hat{\sigma}_{t}^{t}}\left(1-\hat{\kappa}_{3} \frac{\lambda}{2}\right) \hat{\varepsilon}_{t-1}^{2}+\left[\left(\hat{\kappa}_{4}-1\right)\right)_{t}^{-3} \frac{\lambda}{2}-\hat{\sigma}_{3} \hat{\sigma}_{t-1}^{-3}\right] \hat{\sigma}_{t} \hat{\varepsilon}_{t-1}^{2}+\left[\left(\hat{\kappa}_{4}-1\right) \hat{\sigma}_{t}^{-3} \frac{\lambda}{2}-\hat{\kappa}_{3} \hat{\sigma}_{t}^{-3}\right] \hat{\epsilon}_{t} \hat{\sigma}_{t-1}^{2}
\end{array}\right) . \tag{23}
\end{align*}
$$

The score function of QMLE (multiplied by 2 ) is

$$
\sum_{t=1}^{T}\left(\begin{array}{c}
2 \hat{\sigma}_{t}^{-2} \hat{\varepsilon}_{t}  \tag{24}\\
2 \hat{\sigma}_{t}^{-1} \hat{\varepsilon}_{t} \\
\lambda \hat{\sigma}_{t}^{-3} \hat{\varepsilon}_{t}+\frac{\hat{\varepsilon}_{t}^{2}-\hat{\sigma}_{t}^{2}}{\hat{\sigma}_{t}^{\epsilon_{t}}} \\
\lambda \hat{\sigma}_{t}^{3} \hat{\varepsilon}_{t} \varepsilon_{t-1}^{2}+\frac{\hat{\varepsilon}_{t}^{t}-\sigma_{t}^{t}}{\sigma_{t}^{t}} \varepsilon_{t-1}^{2} \\
\lambda \hat{\sigma}_{t}^{-3} \hat{\varepsilon}_{t} \hat{\sigma}_{t-1}^{2}+\frac{\hat{\varepsilon}_{t}^{2}-\sigma_{t}^{2}}{\hat{\sigma}_{t}^{t}} \hat{\sigma}_{t-1}^{2}
\end{array}\right)=0 .
$$

### 5.1.2 Simulation results

Table 1 and Table 2 present the Monte Carlo averages $\hat{\mu}$ and variances $\hat{\sigma}^{2}$ (multiplied by $n$ ) of each 500 estimates in the above two cases. The true values are chosen as $\left(\omega_{0}, \alpha_{0}\right)=(1,0.1)$ for $\operatorname{ARCH}(1)$, and are $\left(\mu_{0}, \lambda_{0}, \omega_{0}, \alpha_{0}, \beta_{0}\right)=(2,1.5,1,0.3,0.3)$ for the GARCH (1,1) with mean model.

Table 1: Simulation results for $\operatorname{ARCH}(1)$, with $\omega_{0}=1$ and $\alpha_{0}=0.1$. OLS denotes the regular ordinary least square estimators; OPIV is our estimator.

|  |  | $\eta_{t}$ is standard normal. |  |  |  | $\eta_{t}$ is skewed normal. |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | Methods | $\hat{\mu}_{\omega}$ | $\hat{\mu}_{\alpha}$ | $\hat{\sigma}_{\omega}^{2}$ | $\hat{\sigma}_{\alpha}^{2}$ | $\hat{\mu}_{\omega}$ | $\hat{\mu}_{\alpha}$ | $\hat{\sigma}_{\omega}^{2}$ | $\hat{\sigma}_{\alpha}^{2}$ |
| 500 | OLS | 1.0047 | 0.0951 | 3.8726 | 1.8665 | 1.0051 | 0.0911 | 4.4729 | 2.3845 |
|  | QMLE | 1.0015 | 0.0982 | 3.5846 | 1.6287 | 1.0001 | 0.0958 | 3.7918 | 1.9290 |
|  | OPIV | 0.9962 | 0.0967 | 3.7452 | 1.7384 | 0.9960 | 0.0954 | 3.2009 | 1.7298 |
| 1000 | OLS | 1.0000 | 0.0987 | 4.3567 | 2.2480 | 0.9988 | 0.0982 | 5.0749 | 2.7023 |
|  | QMLE | 1.0003 | 0.0984 | 3.8703 | 1.8652 | 0.9967 | 0.1000 | 4.1823 | 2.1477 |
|  | OPIV | 0.9973 | 0.0979 | 3.9271 | 1.8916 | 0.9970 | 0.0991 | 3.3964 | 1.6315 |
| 2000 | OLS | 0.9997 | 0.0987 | 4.1172 | 2.0477 | 1.0016 | 0.0965 | 4.6833 | 2.7404 |
|  | QMLE | 0.9993 | 0.0991 | 3.6429 | 1.7455 | 1.0001 | 0.0979 | 4.1662 | 2.1456 |
|  | OPIV | 0.9978 | 0.0990 | 3.6565 | 1.7301 | 0.9994 | 0.0978 | 3.6539 | 1.8497 |

In Case 1, we can first compare (21) to (22). Note that the term $-\frac{1}{\hat{c}^{k}}$ does not affect the solution of (21) and can be ignored. The score function of the optimal IV estimator (21) has an additional item in each row. These terms are products of estimated skewness $\kappa_{3}^{0}$ and some zero-mean term. We notice that $\kappa_{4}$ does not play a role in the estimation efficiency. If the original distribution is symmetric, such as normal distribution, we have $\kappa_{3}^{0}=0$, so the optimal IV estimator should be approximately equivalent to QMLE. If the skewness of $\eta_{t}$ is not zero, the optimal IV estimator should capture this information and beat QMLE in terms of efficiency. Table 1 confirms this conjecture.

In Table 1, we also include OLS estimators into our comparison since the ARCH model can be estimated by OLS. By comparing $\hat{\mu}$ 's and the true parameters, we see that three estimators seem to be all asymptotically unbiased in general. Therefore, to compare the efficiency, we can focus on the variances. The left panel shows the simulation results with $\eta_{t} \stackrel{i . i . d}{\sim} N(0,1)$, which implies $\kappa_{3}^{0}=0$. OLS has the largest variances in every sample size since it does not take heteroskedasticity into account. If the sample size is small, the QMLE performs slightly better than our method since our method uses an estimated version of $\kappa_{3}$, which might be considerably different from the true $\kappa_{3}^{0}=0$ in small samples. If we increase the sample size to 2000 , variances of QMLE and our method become very close to each other. The right panel shows the case where $\eta_{t}$ follows the skewed normal distribution and $\kappa_{3}^{0} \approx 0.78$. OLS still has the worst performance. With a non-zero $\kappa_{3}^{0}$, QMLE is no longer efficient, and we see that our method has achieved better performance in terms of variances, in every sample size and every parameter (as marked in bold). For example, in the sample
size $n=2000$, the Monte Carlo variance of $\omega$ has dropped from 4.16 to 3.65 , and the Monte Carlo variance of $\alpha$ has dropped from 2.15 to 1.85 .

In Case 2, the results are similar. First, we can compare (23) and (24). We see that they are equivalent if $k_{3}^{0}=0$ and $k_{4}^{0}=3$, which are satisfied with $\eta_{t} \sim N(0,1)$. In this case, QMLE and our method should perform similarly. This is confirmed in the upper panel of Table 2. If $\eta_{t}$ follows the skewed normal distribution, our estimator should capture the departure from the standard normal distribution and beat QMLE in terms of efficiency. This phenomenon is illustrated in the lower panel of Table 2. As marked in bold, our method outperforms QMLE in the case $\kappa_{3}^{0} \approx 0.78$ and $\kappa_{4}^{0} \approx 3.49$, for all different sample sizes and almost every coefficient.
$\underline{\underline{\text { Table 2: Simulation results for GARCH }(1,1), \text { with mean } \mu_{0}=2, \lambda_{0}=1.5, \omega_{0}=1, \alpha_{0}=0.3 \text {, and } \beta_{0}=0.3} \text {. }}$

| $n$ | Methods | $\hat{\mu}_{\mu}$ | $\hat{\mu}_{\lambda}$ | $\hat{\mu}_{\omega}$ | $\hat{\mu}_{\alpha}$ | $\hat{\mu}_{\beta}$ | $\hat{\sigma}_{\mu}^{2}$ | $\hat{\sigma}_{\lambda}^{2}$ | $\hat{\sigma}_{\omega}^{2}$ | $\hat{\sigma}_{\alpha}^{2}$ | $\hat{\sigma}_{\beta}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\eta_{t}$ is standard normal. |  |  |  |  |  |  |  |  |  |
| 500 | QMLE | 1.9676 | 1.5313 | 1.0053 | 0.2939 | 0.2993 | 87.75 | 43.36 | 26.92 | 1.81 | 6.43 |
|  | OPIV | 1.9465 | 1.5454 | 1.0059 | 0.2920 | 0.3003 | 94.50 | 46.63 | 25.73 | 1.80 | 6.32 |
| 1000 | QMLE | 1.9923 | 1.5101 | 0.9940 | 0.2969 | 0.3035 | 96.05 | 45.21 | 25.93 | 2.12 | 5.88 |
|  | OPIV | 1.9958 | 1.5074 | 0.9940 | 0.2969 | 0.3036 | 84.62 | 40.59 | 26.02 | 2.07 | 5.95 |
| 2000 | QMLE | 1.9990 | 1.5031 | 0.9946 | 0.2990 | 0.3017 | 89.83 | 42.63 | 25.40 | 2.10 | 6.04 |
|  | OPIV | 1.9856 | 1.5124 | 0.9950 | 0.2981 | 0.3022 | 108.48 | 51.69 | 25.63 | 2.22 | 6.18 |
| $\eta_{t}$ is skewed normal. |  |  |  |  |  |  |  |  |  |  |  |
| 500 | QMLE | 1.9798 | 1.5183 | 1.0445 | 0.2903 | 0.2861 | 94.17 | 43.90 | 46.33 | 3.08 | 9.94 |
|  | OPIV | 1.9211 | 1.5588 | 1.0436 | 0.2891 | 0.2874 | 84.87 | 40.85 | 36.70 | 3.33 | 8.91 |
| 1000 | QMLE | 1.9520 | 1.5369 | 1.0177 | 0.2966 | 0.2925 | 175.74 | 85.56 | 37.75 | 3.59 | 10.29 |
|  | OPIV | 1.9849 | 1.5138 | 1.0134 | 0.2992 | 0.2923 | 79.75 | 39.56 | 37.75 | 3.34 | 10.30 |
| 2000 | QMLE | 2.0033 | 1.4988 | 1.0106 | 0.2995 | 0.2956 | 103.21 | 45.30 | 39.25 | 3.02 | 9.37 |
|  | OPIV | 1.9908 | 1.5080 | 1.0102 | 0.2983 | 0.2965 | 70.38 | 34.64 | 35.41 | 3.04 | 8.72 |

### 5.2 Multivariate models

### 5.2.1 Data generating process

In this subsection, we show our methods can perform well in multivariate models. For simplicity, we consider two dimensional cases. Now we have $\eta_{t} \stackrel{i . i . d}{\sim}(0,1)^{2}$. Let $\kappa_{3}^{0}=E\left(\eta_{1, t}^{3}\right)$, and $\kappa_{4}^{0}=E\left(\eta_{1, t}^{4}\right)$.

In Section 3 we define

$$
\mathbf{D} \equiv \operatorname{Var}\left[\mathbf{r}_{t}\left(\mathbf{w}_{t}, \theta_{0}\right) \mid \mathbf{x}_{t}\right]=\left(\begin{array}{cc}
\Sigma_{t} & \Sigma_{12, t}  \tag{25}\\
\Sigma_{12, t}^{\prime} & \Sigma_{22, t}
\end{array}\right)
$$

where $\Sigma_{t}$ is the abbreviation of $\Sigma_{t}\left(\mathbf{x}_{t}, \theta_{o}\right)$ defined in Section 3 , and $\Sigma_{12, t}^{\prime}=L_{2} \Sigma_{t}^{1 / 2} \otimes \Sigma_{t}^{1 / 2} \mathbf{K}_{3}^{0} \Sigma_{t}^{1 / 2}$, $\Sigma_{22, t}=L_{2}\left(\Sigma_{t}^{1 / 2} \otimes \Sigma_{t}^{1 / 2} \mathbf{K}_{4}^{0} \Sigma_{t}^{1 / 2} \otimes \Sigma_{t}^{1 / 2}-\operatorname{Vec} \Sigma_{t} \operatorname{Vec} \Sigma_{t}^{\prime}\right) L_{2}^{\prime}$,

$$
\begin{gathered}
\text { with } L_{2}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 / 2 & 1 / 2 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) \\
\mathbf{K}_{3}^{0}=E\left(\eta_{t} \otimes \eta_{t} \eta_{t}^{\prime}\right)=\left(\begin{array}{cc}
\kappa_{3}^{0} & 0 \\
0 & 0 \\
0 & 0 \\
0 & \kappa_{3}^{0}
\end{array}\right) \text { and } \mathbf{K}_{4}^{0}=E\left(\eta_{t} \otimes \eta_{t} \eta_{t}^{\prime} \otimes \eta_{t}^{\prime}\right)=\left(\begin{array}{cccc}
\kappa_{4}^{0} & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 \\
1 & 0 & 0 & \kappa_{4}^{0}
\end{array}\right)
\end{gathered}
$$

## Case 3: CCC-GARCH

Now let $\varepsilon_{t}$ be two dimensional. We have the Constant Conditional Correlations model

$$
\left\{\begin{array}{l}
\varepsilon_{t}=\Sigma_{t}^{1 / 2} \eta_{t} \\
\Sigma_{t}=\Lambda_{t} \Gamma_{t} \Lambda_{t} \\
\sigma_{1, t}^{2}=\omega_{1}+\alpha_{1} \varepsilon_{1, t-1}^{2}+\beta_{1} \sigma_{k, t-1}^{2} \\
\sigma_{2, t}^{2}=\omega_{2}+\alpha_{2} \varepsilon_{2, t-1}^{2}+\beta_{2} \sigma_{2, t-1}^{2}
\end{array}\right.
$$

with

$$
\Lambda_{t}=\left(\begin{array}{cc}
\sigma_{1, t} & 0 \\
0 & \sigma_{2, t}
\end{array}\right) \Gamma_{t}=\left(\begin{array}{cc}
1 & \rho \\
\rho & 1
\end{array}\right)
$$

We have to ensure that $\Sigma_{t}$ is positive definite. Thus we need $-1<\rho<1$. We reparameterize $\rho=\sin \delta$, to avoid adding parameter restriction in the estimation. Note $\delta=\arcsin \rho$.

Then we have the score function written as,

$$
\mathbf{r}_{t}\left(\mathbf{w}_{t}, \theta\right)=\left(\begin{array}{c}
\varepsilon_{1, t} \\
\varepsilon_{2, t} \\
\varepsilon_{1, t}^{2}-\left(\omega_{1}+\alpha_{1} \varepsilon_{1, t-1}^{2}+\beta_{1} \sigma_{1, t-1}^{2}\right) \\
\varepsilon_{1, t} \varepsilon_{2, t}-\sin \delta \sigma_{1, t} \sigma_{2, t} \\
\varepsilon_{2, t}^{2}-\left(\omega_{2}+\alpha_{2} \varepsilon_{2, t-1}^{2}+\beta_{2} \sigma_{2, t-1}^{2}\right)
\end{array}\right)
$$

where the parameter of interest are $\theta=\left(\omega_{1}, \alpha_{1}, \beta_{1}, \omega_{2}, \alpha_{2}, \beta_{2}, \delta\right)$.
$\mathbf{R}_{t}=-\left(\begin{array}{ccccccc}0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & \varepsilon_{1, t-1}^{2} & \sigma_{1, t-1}^{2} & 0 & 0 & 0 & 0 \\ \frac{\sin \delta \sigma_{2, t}}{2 \sigma_{1, t}} & \frac{\sin \delta \sigma_{2, t}}{2 \sigma_{1, t}} \varepsilon_{1, t-1}^{2} & \frac{\sin \delta \sigma_{2, t}}{2 \sigma_{1, t}} \sigma_{1, t-1}^{2} & \frac{\sin \delta \sigma_{1, t}}{2 \sigma_{2, t}} & \frac{\sin \delta \sigma_{1, t}}{2 \sigma_{2, t}} \varepsilon_{2, t-1}^{2} & \frac{\sin \delta \sigma_{1, t}}{2 \sigma_{2, t}} \sigma_{2, t-1}^{2} & \sigma_{1, t} \sigma_{2, t} \cos \delta \\ 0 & 0 & 0 & 1 & \varepsilon_{2, t-1}^{2} & \sigma_{2, t-1}^{2} & 0\end{array}\right)$.

With $D_{t}$ defined in (25), we can construct our sample moment condition $\sum_{t=1}^{T} \check{\mathbf{R}}_{t} \check{\mathbf{D}}_{t}^{-1} \mathbf{r}_{t}(\hat{\theta})=0$ accordingly.

## Case 4: BEKK-GARCH

We consider the BEKK-GARCH model

$$
\left\{\begin{array}{l}
\varepsilon_{t}=\Sigma_{t}^{1 / 2} \eta_{t} \\
\Sigma_{t}=C+A \varepsilon_{t-1} \varepsilon_{t-1}^{\prime} A^{\prime}+B \Sigma_{t-1} B^{\prime}
\end{array}\right.
$$

In the simulation, we set

$$
C=\left(\begin{array}{ll}
c_{11} & c_{12} \\
c_{12} & c_{22}
\end{array}\right) A=\left(\begin{array}{cc}
a_{11} & 0 \\
0 & a_{22}
\end{array}\right) B=0
$$

For this model we have

$$
\mathbf{r}_{t}\left(\mathbf{w}_{t}, \theta\right)=\left(\begin{array}{c}
\varepsilon_{1, t} \\
\varepsilon_{2, t} \\
\varepsilon_{1, t}^{2}-\left(c_{11}+a_{11}^{2} \varepsilon_{1, t-1}^{2}\right) \\
\varepsilon_{1, t} \varepsilon_{2, t}-\left(c_{12}+\varepsilon_{1, t-1} \varepsilon_{2, t-1} a_{11} a_{22}\right) \\
\varepsilon_{2, t}^{2}-\left(c_{22}+a_{22}^{2} \varepsilon_{2, t-1}^{2}\right)
\end{array}\right)
$$

where the parameter of interest are $\theta=\left(c_{11}, c_{12}, c_{22}, a_{11}, a_{22}\right)$. And we have

$$
\mathbf{R}_{t}=-\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 2 a_{11} \varepsilon_{1, t-1}^{2} & 0 \\
0 & 1 & 0 & a_{22} \varepsilon_{1, t-1} \varepsilon_{2, t-1} & a_{11} \varepsilon_{1, t-1} \varepsilon_{2, t-1} \\
0 & 0 & 1 & 0 & 2 a_{22} \varepsilon_{2, t-1}^{2}
\end{array}\right)
$$

with $D$ defined in (25). We can solve the sample moment condition $\sum_{t=1}^{T} \check{\mathbf{R}}_{t} \check{\mathbf{D}}_{t}^{-1} \mathbf{r}_{t}(\hat{\theta})=0$ accordingly.

### 5.2.2 Simulation results

Table 3 and Table 4 present the Monte Carlo averages $\hat{\mu}$ and variances $\hat{\sigma}^{2}$ (multiplied by $n$ ) of each 500 estimates for Case 3 and Case 4. The true values are ( $\left.\omega_{0,1}, \alpha_{0,1}, \beta_{0,1}, \omega_{0,2}, \alpha_{0,2}, \beta_{0,2}, \rho_{0}\right)=$ $(0.4,0.8,0.15,0.2,0.7,0.2,0.7)$ for the $\operatorname{CCC}-\operatorname{GARCH}(1,1)$ model, and $\left(c_{0,11}, c_{0,12}, c_{0,22}, a_{0,11}, a_{0,22}\right)=(0.8,0.5,0.7,0.6,0.5)$ in the BEKK-GARCH model.

Table 3: Simulation results of CCC-GARCH $(1,1)$, with

$$
\left(\omega_{0,1}, \alpha_{0,1}, \beta_{0,1}, \omega_{0,2}, \alpha_{0,2}, \beta_{0,2}, \rho_{0}\right)=(0.4,0.8,0.15,0.2,0.7,0.2,0.7)
$$

| $\eta_{t}$ is standard normal. |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| mean |  |  |  |  |  |  |  |  |
| $n$ | Methods | $\hat{\mu}_{\omega_{1}}$ | $\hat{\mu}_{\alpha_{1}}$ | $\hat{\mu}_{\beta_{1}}$ | $\hat{\mu}_{\omega_{2}}$ | $\hat{\mu}_{\alpha_{2}}$ | $\hat{\mu}_{\beta_{2}}$ | $\hat{\mu}_{\rho}$ |
| 500 | QMLE | 0.4097 | 0.7982 | 0.1466 | 0.2043 | 0.6968 | 0.1978 | 0.7028 |
|  | OPIV | 0.4071 | 0.8051 | 0.1452 | 0.2034 | 0.7015 | 0.1962 | 0.7042 |
| 1000 | QMLE | 0.4048 | 0.7982 | 0.1474 | 0.2012 | 0.6985 | 0.1990 | 0.7002 |
|  | OPIV | 0.4042 | 0.8015 | 0.1458 | 0.2005 | 0.7020 | 0.1979 | 0.7008 |
| 2000 | QMLE | 0.4011 | 0.7986 | 0.1499 | 0.2009 | 0.6973 | 0.1996 | 0.7004 |
|  | OPIV | 0.4015 | 0.8027 | 0.1485 | 0.2009 | 0.7003 | 0.1985 | 0.7009 |
| variance |  |  |  |  |  |  |  |  |
| $n$ | Methods | $\hat{\sigma}_{\omega_{1}}^{2}$ | $\hat{\sigma}_{\alpha_{1}}^{2}$ | $\hat{\sigma}_{\beta_{1}}^{2}$ | $\hat{\sigma}_{\omega_{2}}^{2}$ | $\hat{\sigma}_{\alpha_{2}}^{2}$ | $\hat{\sigma}_{\beta_{2}}^{2}$ | $\hat{\sigma}_{\rho}^{2}$ |
| 500 | QMLE | 1.8855 | 4.2735 | 0.9867 | 0.5283 | 3.5460 | 1.3148 | 0.2551 |
|  | OPIV | 1.8424 | 4.2181 | 1.0391 | 0.5024 | 3.5502 | 1.2925 | 0.2301 |
| 1000 | QMLE | 1.7578 | 4.0821 | 0.9992 | 0.4972 | 4.0567 | 1.2688 | 0.2668 |
|  | OPIV | 1.7521 | 4.0926 | 1.0886 | 0.4450 | 4.3099 | 1.3089 | 0.2515 |


| 2000 | QMLE | 1.6287 | 4.7403 | 0.9895 | 0.491 | 3.6837 | 1.3723 | 0.2554 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | OPIV | 1.6286 | 4.7654 | 1.0249 | 0.4387 | 3.7833 | 1.4295 | 0.2440 |
| $\eta_{t}$ is skewed normal. |  |  |  |  |  |  |  |  |
| mean |  |  |  |  |  |  |  |  |
| $n$ | Methods | $\hat{\mu}_{\omega_{1}}$ | $\hat{\mu}_{\alpha_{1}}$ | $\hat{\mu}_{\beta_{1}}$ | $\hat{\mu}_{\omega_{2}}$ | $\hat{\mu}_{\alpha_{2}}$ | $\hat{\mu}_{\beta_{2}}$ | $\hat{\mu}_{\rho}$ |
| 500 | QMLE | 0.4057 | 0.7971 | 0.1466 | 0.2054 | 0.6942 | 0.1967 | 0.7011 |
|  | OPIV | 0.4025 | 0.8048 | 0.1433 | 0.2031 | 0.7017 | 0.1953 | 0.7020 |
| 1000 | QMLE | 0.4022 | 0.7993 | 0.1486 | 0.2022 | 0.7008 | 0.1969 | 0.7013 |
|  | OPIV | 0.4035 | 0.8051 | 0.1461 | 0.2012 | 0.7036 | 0.1965 | 0.7021 |
| 2000 | QMLE | 0.4024 | 0.7961 | 0.1495 | 0.2004 | 0.6977 | 0.2000 | 0.7008 |
|  | OPIV | 0.4033 | 0.7985 | 0.1487 | 0.2006 | 0.7005 | 0.1989 | 0.7010 |
| variance |  |  |  |  |  |  |  |  |
| $n$ | Methods | $\hat{\sigma}_{\omega_{1}}^{2}$ | $\hat{\sigma}_{\alpha_{1}}^{2}$ | $\hat{\sigma}_{\beta_{1}}^{2}$ | $\hat{\sigma}_{\omega_{2}}^{2}$ | $\hat{\sigma}_{\alpha_{2}}^{2}$ | $\hat{\sigma}_{\beta_{2}}^{2}$ | $\hat{\sigma}_{\rho}^{2}$ |
| 500 | QMLE | 2.3803 | 4.6442 | 1.3126 | 0.7193 | 4.4313 | 1.7120 | 0.2642 |
|  | OPIV | 1.6862 | 3.6131 | 1.0543 | 0.5342 | 3.4227 | 1.4295 | 0.2509 |
| 1000 | QMLE | 2.1661 | 5.1899 | 1.1421 | 0.6381 | 3.9831 | 1.6058 | 0.2399 |
|  | OPIV | 1.6571 | 3.9749 | 0.8762 | 0.4389 | 2.9682 | 1.2012 | 0.2278 |
| 2000 | QMLE | 2.2955 | 5.2833 | 1.3333 | 0.6570 | 4.5339 | 1.7018 | 0.2270 |
|  | OPIV | 1.8981 | 4.3921 | 1.0868 | 0.4812 | 3.6749 | 1.3623 | 0.2119 |

In Case 3, both QMLE and our method seem to be consistent and asymptotically unbiased. We can see that in both upper panel and lower panel of Table 3, the Monte Carlo mean of estimates $\hat{\mu}$ 's are converging to the true values as sample sizes grow. Therefore, we can focus on the comparison of variances. For multivariate cases, as illustrated in Section 3, both $\kappa_{3}$ and $\kappa_{4}$ matter. The upper panel shows the simulation results with $\eta_{t} \stackrel{i . i . d}{\sim} N(0,1)$, which implies $\kappa_{3}^{0}=0$ and $\kappa_{4}^{0}=3$. We see that across all the sample sizes, QMLE and our method have similar performances. The Monte Carlo variances of these two methods are very close across the whole upper panel. The differences in variances are mostly smaller than 0.1 . The lower panel shows the case where $\eta_{t}$ follows the skewed normal distribution with $\kappa_{3}^{0} \approx 0.78$ and $\kappa_{4}^{0} \approx 3.49$. As predicted, QMLE is no longer efficient due to the model misspecification. We see that our method has achieved smaller variances in every sample size and every coefficient, as marked in bold. For example, in the sample size $n=2000$, our method decreases the Monte Carlo variances by approx. $21 \%, 20 \%, 23 \%, 37 \%, 23 \%, 25 \%$, and $7 \%$.

In Case 4 for the BEKK-GARCH model, we see the same pattern: our methods and QMLE have similar performances if the underline $\eta_{t}$ is correctly specified as $N(0,1)$. If $\eta_{t}$ is drawn from a skewed normal distribution, our method outperforms QMLE in every sample size and every parameter, as marked in bold.

To summarize, in both univariate models and multivariate models, the simulation results show that our method has good performances. While QMLE and our methods perform similarly in the case of normally distributed $\eta_{t}$, our methods outperform QMLE in the case of skewed normally distributed $\eta_{t}$. Overall, the simulation results are encouraging to support our estimation strategy.

Table 4: Simulation results of BEKK-GARCH, with $c_{0,11}=0.5, c_{0,12}=0.5, c_{0,22}=0.7, a_{0,11}=0.6$, and $a_{0,22}=0.5$.
$\eta_{t}$ is standard normal.

| $n$ | Methods | $\hat{\mu}_{c_{11}}$ | $\hat{\mu}_{c_{12}}$ | $\hat{\mu}_{c_{22}}$ | $\hat{\mu}_{a_{11}}$ | $\hat{\mu}_{a_{22}}$ | $\hat{\sigma}_{c_{11}}^{2}$ | $\hat{\sigma}_{c_{12}}^{2}$ | $\hat{\sigma}_{c_{22}}^{2}$ | $\hat{\sigma}_{a_{11}}^{2}$ | $\hat{\sigma}_{a_{22}}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | QMLE | 0.8040 | 0.5054 | 0.7035 | 0.5958 | 0.4938 | 2.2722 | 1.1816 | 1.3283 | 1.3559 | 1.2791 |
|  | OPIV | 0.7991 | 0.5024 | 0.699 | 0.5938 | 0.4919 | 2.1995 | 1.1181 | 1.2595 | 1.3311 | 1.2721 |
| 1000 | QMLE | 0.7998 | 0.4995 | 0.6992 | 0.5972 | 0.4968 | 2.4484 | 1.2653 | 1.3792 | 1.3667 | 1.2274 |
|  | OPIV | 0.7973 | 0.4981 | 0.6973 | 0.5962 | 0.4959 | 2.4135 | 1.2464 | 1.3583 | 1.3577 | 1.2146 |
| 2000 | QMLE | 0.7992 | 0.4997 | 0.6991 | 0.5993 | 0.4988 | 2.3611 | 1.2553 | 1.5122 | 1.4003 | 1.1858 |
|  | OPIV | 0.7982 | 0.4991 | 0.6982 | 0.5988 | 0.4984 | 2.3353 | 1.2221 | 1.4894 | 1.398 | 1.1806 |

$\eta_{t}$ is skewed normal.

| $n$ | Methods | $\hat{\mu}_{c_{11}}$ | $\hat{\mu}_{c_{12}}$ | $\hat{\mu}_{c_{22}}$ | $\hat{\mu}_{a_{11}}$ | $\hat{\mu}_{a_{22}}$ | $\hat{\sigma}_{c_{11}}^{2}$ | $\hat{\sigma}_{c_{12}}^{2}$ | $\hat{\sigma}_{c_{22}}^{2}$ | $\hat{\sigma}_{a_{11}}^{2}$ | $\hat{\sigma}_{a_{22}}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 500 | QMLE | 0.8005 | 0.5028 | 0.7024 | 0.5943 | 0.4933 | 2.5267 | 1.3466 | 1.6874 | 1.5667 | 1.4354 |
|  | OPIV | 0.794 | 0.4996 | 0.6992 | 0.5949 | 0.493 | $\mathbf{1 . 9 3 8 9}$ | $\mathbf{1 . 1 2 7}$ | $\mathbf{1 . 2 8 9 4}$ | $\mathbf{1 . 2 8 6 1}$ | $\mathbf{1 . 1 7 7 2}$ |
| 1000 | QMLE | 0.7978 | 0.5002 | 0.6994 | 0.5987 | 0.4984 | 2.7234 | 1.3224 | 1.7553 | 1.6537 | 1.4653 |
|  | OPIV | 0.7968 | 0.4988 | 0.6965 | 0.5982 | 0.4979 | $\mathbf{2 . 3 0 5 6}$ | $\mathbf{1 . 1 9 4 8}$ | $\mathbf{1 . 3 8 7 7}$ | $\mathbf{1 . 4 3 4 8}$ | $\mathbf{1 . 1 9 5 9}$ |
| 2000 | QMLE | 0.8013 | 0.501 | 0.6996 | 0.5959 | 0.4965 | 2.7604 | 1.3792 | 2.0095 | 1.6591 | 1.5410 |
|  | OPIV | 0.8018 | 0.5011 | 0.6998 | 0.5952 | 0.4966 | $\mathbf{2 . 2 1 3 3}$ | $\mathbf{1 . 1 9 9 9}$ | $\mathbf{1 . 7 3 1 6}$ | $\mathbf{1 . 3 6 5 6}$ | $\mathbf{1 . 2 6 2 3}$ |

## 6 Application

In this section, we illustrate the use of our methods by modeling the processes of two stock price series, i.e. Apple (APPL) and Amazon (AMZN). The observations are dated from Feb. 2013 to April. 2014. The data is downloaded from Yahoo Finance, finance.yahoo.com.

Figure 1 shows the original series of these two stock prices. The solid red line represents the stock price
of APPL, and the dashed blue line represents the stock price of AMZN. Compared to the price of APPL, the price of AMZN is on a higher level and seems to show a larger range of variation. Therefore, we work with their logarithmic first-difference series. Figure 2 shows these series (re-scaled by 100), and Table 5 summarizes their descriptive statistics.


Figure 1: Plot of stock price. The solid red line represents that of APPL, and the dashed blue line represents that of AMZN.


Figure 2: Plot of the first difference of log price. The solid red line represents that of APPL, and the dashed blue line represents that of AMZN.

Table 5: Summary statistics of the differenced logarithmic series of stock prices

| Stock | Mean | Std. dev. | Min. | Max | Std.skewness | Std.kurtosis |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| APPL | 0.0756 | 1.5812 | -8.3302 | 7.8795 | -0.1685 | 4.8011 |
| AMZN | 0.0398 | 1.8743 | -11.6503 | 8.9709 | -1.1588 | 9.2150 |

In the first-difference logarithmic series, the price of AMZN still shows a larger variance and data range. The sample skewness and kurtosis of both series suggest clear deviations from the normal distribution. In this application, we use $\operatorname{AR}(1)$ to model the conditional mean function of the first-difference logarithmic series of these two stock prices and apply QMLE and our methods to their AR(1) residuals. For both QMLE and our methods, we fit the CCC-GARCH $(1,1)$ model described in Section 5.2.1. The parameters of interest are $\theta=\left(\omega_{1}, \alpha_{1}, \beta_{1}, \omega_{2}, \alpha_{2}, \beta_{2}, \rho\right)$, and the model is specified as

$$
\mathbf{r}_{t}\left(\mathbf{w}_{t}, \theta\right)=\left[\begin{array}{c}
\varepsilon_{1, t} \\
\varepsilon_{2, t} \\
\varepsilon_{1, t}^{2}-\left(\omega_{1}+\alpha_{1} \varepsilon_{1, t-1}^{2}+\beta_{1} \sigma_{1, t-1}^{2}\right) \\
\varepsilon_{1, t} \varepsilon_{2, t}-\rho \sigma_{1, t} \sigma_{2, t} \\
\varepsilon_{2, t}^{2}-\left(\omega_{2}+\alpha_{2} \varepsilon_{2, t-1}^{2}+\beta_{2} \sigma_{2, t-1}^{2}\right)
\end{array}\right]
$$

Table 6 summarizes the estimation results of QMLE and our method. ( $\omega_{a p}, \alpha_{a p}, \beta_{a p}$ ) are coefficients for APPL, and $\left(\omega_{a m}, \alpha_{a m}, \beta_{a m}\right)$ are coefficients for AMZN. From the table, we see that the estimates from QMLE and our methods are close to each other. All the coefficients of the constant terms are significant. It seems that in this dataset, the constant term and the ARCH effects dominate since all the estimates of GARCH parameters are close to zero and most of them are insignificant. It suggests that during this period, the main factor affecting the variation of stock prices is the realized historical innovation. Among the parameters for ARCH effects, the coefficients in our method are all significant, and the coefficients of the second stock price in QMLE are insignificant. We see a weak correlation between the prices of two stocks. The estimated $\rho$ of QMLE and our method are significant at $5 \%$ and $10 \%$ level. This is in line with the pattern in Figure 2. During this period, the stock prices of these two companies are rarely moving in the same direction together.

Table 6: Estimation results of CC-MGARCH $(1,1)$ for QMLE and our method. Subscript ${ }_{a p}$ denotes parameters for Apple, and $a m$ denotes parameters for Amazon.

| Methods | $\omega_{a p}$ | $\alpha_{a p}$ | $\beta_{a p}$ | $\omega_{a m}$ | $\alpha_{a m}$ | $\beta_{a m}$ | $\rho$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| QMLE | 1.5212 | 0.3606 | 0.1361 | 1.9509 | 0.5280 | 0.0000 | 0.1195 |
|  | $(0.3809)^{* * *}$ | $(0.1373)^{* * *}$ | $(0.0792)^{*}$ | $(0.1154)^{* * *}$ | $(0.4088)$ | $(0.1294)$ | $(0.0577)^{* *}$ |
| OPIV | 1.4953 | 0.4400 | 0.1092 | 1.9950 | 0.5723 | 0.0296 | 0.1127 |
|  | $(0.3733)^{* * *}$ | $(0.1648)^{* * *}$ | $(0.1504)$ | $(0.3970)^{* * *}$ | $(0.2786)^{* *}$ | $(0.0532)$ | $(0.0667)^{*}$ |

## 7 Proof

We show in this section a few theoretical properties of our proposed estimators.

### 7.1 Consistency

Assume that $\left\{\mathbf{y}_{t}, \mathbf{x}_{t}\right\}_{t}$ are strictly stationary and $\mathcal{F}_{t}=\sigma\left(\mathbf{y}_{t}, \mathbf{x}_{t}\right)$ is the sigma field generated by $\mathbf{y}_{t}, \mathbf{x}_{t}$. We assume that the score function $\left\{\mathbf{r}_{t}(\theta)\right\}_{t \geq 1}$ is constructed as stationary, ergodic, and square-integrable
martingale difference sequence with respect to $\mathcal{F}_{t}$ under the dynamic completeness assumption (3) and (4). The weights $\mathbf{R}_{t}\left(\theta_{o}\right) \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1}$ are measurable with respect to $\mathcal{F}_{t-1}$. Moreover, to ensure that our nuisance parameter $\kappa_{3}, \kappa_{4}$ exists, we assume that for the process $\left\{\mathbf{y}_{t}, \mathbf{x}_{t}\right\}_{t}, T^{-1} \sum_{t=1}^{T} e_{t j}^{4} \rightarrow_{p} c_{4 o}$ and $T^{-1} \sum_{t=1}^{T} e_{t j}^{3} \rightarrow_{p} c_{3 o}$, where $\kappa_{o}=\left(\kappa_{3 o}, \kappa_{4 o}\right)$ are two constants.

Define for our general estimation equation on the parameter space $\Theta \times \Gamma . \theta$ is known to be the parameter of interest, and $\kappa=\left(\kappa_{3}, \kappa_{4}\right) \in \Gamma$ is denoted as the nuisance parameter. Define the score function

$$
Q_{T}(\check{\theta}, \check{\kappa}, \theta)=T^{-1} \sum_{t}^{T} \check{\mathbf{R}}_{t}^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \check{\theta}, \check{\kappa}\right)^{-1} \mathbf{r}_{t}(\theta)
$$

And we can see that

$$
\left(\theta_{o}, \kappa_{o}\right)=\operatorname{argzero}_{\theta \in \Theta, \kappa \in \Gamma} Q_{\infty}(\theta, \kappa),
$$

where $Q_{\infty}(\theta, \kappa)=\lim _{T \rightarrow \infty} T^{-1} \sum_{t}^{T} \mathrm{E}\left[\mathbf{R}_{t}(\theta)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta, \kappa\right)^{-1} \mathbf{r}_{t}(\theta)\right]$. Also, the theoretical estimator is defined to be

$$
\theta_{o}=\operatorname{argzero}_{\theta \in \Theta} Q_{\infty}\left(\theta_{o}, \kappa_{o}, \theta\right)
$$

where $Q_{\infty}\left(\theta_{o}, \kappa_{o}, \theta\right)=\lim _{T \rightarrow \infty} T^{-1} \sum_{t}^{T} \mathrm{E}\left[\mathbf{R}_{t}\left(\theta_{o}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{r}_{t}(\theta)\right]$. Our estimator is

$$
\hat{\theta}=\operatorname{argzero}_{\theta \in \Theta} Q_{T}(\check{\theta}, \check{\kappa}, \theta)
$$

with plugged-in estimators $\check{\theta}, \check{\kappa}$.
We shall show the consistency of $\hat{\theta} \rightarrow_{p} \theta_{o}$. We need to set a few high order conditions. Define the $|v|_{2}$ as the $l_{2}$ norm or a vector $v$, and $|A|_{2}$ as the 2-norm of a matrix $A$.
A. $1\left\{\mathbf{y}_{t}, \mathbf{x}_{t}\right\}_{t}$ are strictly stationary. The score function $\left\{\mathbf{r}_{t}(\theta)\right\}_{t \geq 1}$ is constructed as stationary, ergodic, and square-integrable martingale difference sequence with respect to $\mathcal{F}_{t}$ under the dynamic completeness assumption (3) and (4).
A. 2 (Uniform consistency) $\sup _{\theta \in \Theta}\left|Q_{T}\left(\theta_{o}, \kappa_{o}, \theta\right)-Q_{\infty}\left(\theta_{o}, \kappa_{o}, \theta\right)\right|_{2} \rightarrow_{p} 0$
A. 3 (Identifiability) For any constant $\varepsilon>0$, we have $\sup _{\left|\theta-\theta_{o}\right|_{2} \geq \varepsilon}\left|Q_{\infty}\left(\theta_{o}, \kappa_{o}, \theta\right)\right|_{2}>0=\left|Q_{\infty}\left(\theta_{o}, \kappa_{o}, \theta_{o}\right)\right|_{2}$.
A. 4 The empirical estimator is almost the point of our first-order function $Q_{T}(\check{\theta}, \check{\kappa}, \hat{\theta})=\mathcal{O}_{p}(1)$, and the plugged-in estimator is not affecting our estimation, i.e., $\sup _{\theta \in \Theta}\left|Q_{T}(\check{\theta}, \check{\kappa}, \theta)-Q_{T}\left(\theta_{o}, \kappa_{o}, \theta\right)\right|_{2}=\mathcal{O}_{p}(1)$.

Theorem 2. Under A.1-A.4, we have $\hat{\theta} \rightarrow_{p} \theta_{o}$.

Proof. See Theorem 5.9 in Van der Vaart [2000]. By [A.3] for any positive constant $\varepsilon$, exits a positive constant
$\delta$ such that $\left.\left.\mathrm{P}\left(\mid \hat{\theta}-\theta_{o}\right)\right|_{2}>\varepsilon\right) \leq \mathrm{P}\left(\mid Q_{\infty}\left(\theta_{o}, \kappa,\left.\hat{\theta}\right|_{2}>\delta\right)\right) . \mathrm{P}\left(\left|Q_{\infty}\left(\theta_{o}, \kappa_{o}, \hat{\theta}\right)\right|_{2}>\delta\right) \rightarrow 0$ as $\left|Q_{\infty}\left(\theta_{o}, \kappa_{o}, \hat{\theta}\right)\right|_{2} \leq$ $\left|Q_{\infty}\left(\theta_{o}, \kappa_{o}, \hat{\theta}\right)\right|_{2}-\left|Q_{T}\left(\theta_{o}, \kappa_{o}, \hat{\theta}\right)\right|_{2}+\mathcal{O}_{p}(1) \leq \sup _{\theta \in \Theta}\left|Q_{\infty}\left(\theta_{o}, \kappa_{o}, \theta\right)-Q_{T}\left(\theta_{o}, \kappa_{o}, \theta\right)\right|_{2}+\mathcal{O}_{p}(1)=\mathcal{O}_{p}(1)$, which is implied by [A.2] and [A.4].

Uniform convergence of the criterion functions is not hard to obtain in normal cases.
In principle, [A.2] is a relatively very strong assumption, and we can switch to a different set of assumptions such as lower semi-continuous and compactness parameter set from the Wald consistency proof.
A.1' For every $\theta \in \Theta, \liminf _{T \rightarrow \infty}\left|Q_{T}\left(\theta_{o}, \kappa_{o}, \theta\right)\right|_{2} \geq \lim _{T \rightarrow \infty}\left|E Q_{T}\left(\theta_{o}, \kappa_{o}, \theta\right)\right|_{2}$, a.s.
A.2' $\Theta$ is compact. The moment is bounded $\left|E \sup _{\theta \in \Theta} Q_{T}\left(\theta_{o}, \kappa_{o}, \theta\right)\right|_{2}<\infty$.
A.4' We have pointwise weak law of large numbers. $Q_{T}\left(\theta_{o}, \kappa_{o}, \theta\right) \rightarrow_{p} Q_{\infty}\left(\theta_{o}, \kappa_{o}, \theta\right)$ for every $\theta$.

Remark. The nuisance parameters need not to converge to the true parameters $\theta_{o}, \kappa_{o}$. Therefore, the above condition can be changed to $Q_{T}\left(\theta^{*}, \kappa^{*}, \theta\right) \rightarrow_{p} Q_{\infty}\left(\theta^{*}, \kappa^{*}, \theta\right)$ for any $\theta^{*}, \kappa^{*}$ in the parameter space.

Theorem 3. Under A.1, A.1', A.2', A.3, A.4', we have $\hat{\theta} \rightarrow_{p} \theta_{o}$.
Proof. $V_{k}\left(\theta_{i}\right) \stackrel{\text { def }}{=}\left\{\theta:\left|\theta-\theta_{i}\right|_{2}<1 / k\right\}$ is a sequence of open balls centered around $\theta_{i} \in \Theta$. For any $\theta \in \Theta \neq \theta_{o}$, with a sequence of increase $k, V_{k}(\theta)$ is shrinking in size and thus

$$
\begin{equation*}
\liminf _{\theta \rightarrow V_{k}(\theta)}\left|\lim _{T \rightarrow \infty} \mathrm{E} Q_{T}\left(\theta_{o}, \kappa_{o}, \theta\right)\right|_{2} \uparrow\left|Q_{\infty}\left(\theta_{o}, \kappa_{o}, \theta\right)\right|_{2}>0=\left|Q_{\infty}\left(\theta_{o}, \kappa_{o}, \theta_{o}\right)\right|_{2} \tag{26}
\end{equation*}
$$

by monotone convergence theorem and the notion of low semi-continuous as in [A.1'].
Thus, for any $\theta_{i} \neq \theta_{o} \in \Theta$ we can find a $k\left(\theta_{i}\right)$ such that

$$
\left.\liminf _{\theta \in V_{k\left(\theta_{i}\right)}\left(\theta_{i}\right)}\left|\lim _{T \rightarrow \infty} \mathrm{E}\right| Q_{T}\left(\theta_{o}, \kappa_{o}, \theta\right)\right|_{2}>0=\left|Q_{\infty}\left(\theta_{o}, \kappa_{o}, \theta_{o}\right)\right|_{2} .
$$

Define $\delta=\min \left\{\inf _{i \in 1, \cdots, l} \liminf _{\theta \in V_{k\left(\theta_{i}\right)}\left(\theta_{i}\right)} \lim _{T \rightarrow \infty} \mathrm{E}\left|Q_{T}\left(\theta_{o}, \kappa_{o}, \theta\right)\right|_{2}, 1\right\}$.
Consider the compact set $\Theta_{\varepsilon} \stackrel{\text { def }}{=}\left\{\theta:\left|\theta-\theta_{o}\right|_{2} \geq \varepsilon\right\}$ for a positive constant $\varepsilon$, and we can find a finite subcover of $\Theta_{\varepsilon} \subset \cup_{i=1}^{l} V_{k\left(\theta_{i}\right)}\left(\theta_{i}\right)$.

Notice that

$$
\mathrm{P}\left(\left|\hat{\theta}-\theta_{o}\right| \geq \varepsilon\right) \leq \mathrm{P}\left(\inf _{i=1, \cdots, l \theta^{\prime} \in V_{k\left(\theta_{i}\right)}\left(\theta_{i}\right)} \inf _{T}\left|Q_{T}\left(\check{\theta}, \check{\kappa}, \theta^{\prime}\right)\right|_{2}-\left|Q_{T}\left(\theta_{o}, \kappa_{o}, \theta_{o}\right)\right|_{2} \leq 0\right)
$$

We now prove that the right-hand side of the equation is $\mathcal{O}(1)$.

By [A.4'] and (26), $\inf _{i=1, \cdots, l} \inf _{\theta^{\prime} \in V_{k\left(\theta_{i}\right)}\left(\theta_{i}\right)}\left|Q_{T}\left(\check{\theta}, \check{\kappa}, \theta^{\prime}\right)\right|_{2}$ can be made big enough, for example, $\delta$, with probability approaching 1. By [A.4'], $\left|Q_{T}\left(\theta_{o}, \kappa_{o}, \theta_{o}\right)\right|_{2}$ can be made close to $\left|Q_{\infty}\left(\theta_{o}, \kappa_{o}, \theta_{o}\right)\right|_{2}=0$ with probability 1 , say $\mathrm{P}\left(\left|Q_{T}\left(\theta_{o}, \kappa_{o}, \theta_{o}\right)\right|_{2}>\delta / 2\right)=\mathcal{O}(1)$, for a positive constant $\delta$.

Thus, $\mathrm{P}\left(\left|\hat{\theta}-\theta_{o}\right| \geq \varepsilon\right) \leq \mathrm{P}(\delta / 2 \leq 0)+\mathcal{O}(1)=\mathcal{O}(1)$.

### 7.2 Normality

In this section we show the asymptotic normality of our estimator. We first introduce a few definitions, recall that

$$
\begin{align*}
& \left.\mathbf{R}_{t}(\tilde{\theta})=\nabla \mathbf{r}_{t}(\tilde{\theta})=\partial \mathbf{r}_{t}(\theta)\right) /\left.\partial \theta^{\prime}\right|_{\theta=\tilde{\theta}} \\
& \check{Q}_{T}\left(\theta_{o}\right)=Q_{T}\left(\check{\theta}, \check{\kappa}, \theta_{o}\right) \stackrel{\text { def }}{=} T^{-1} \sum_{t=1}^{T} \check{\mathbf{R}}_{t}^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \check{\theta}, \check{\kappa}\right)^{-1} \mathbf{r}_{t}\left(\theta_{o}\right), \\
& \check{A}_{o}\left(\theta_{o}\right)=Q_{\infty}\left(\check{\theta}, \check{\kappa}, \theta_{o}\right) \stackrel{\text { def }}{=} \lim _{T \rightarrow \infty} T^{-1} \sum_{t=1}^{T} \mathrm{E}\left(\check{\mathbf{R}}_{t}^{\prime}(\check{\theta}) \mathbf{D}_{t}\left(\mathbf{x}_{t}, \check{\theta}, \check{\kappa}\right)^{-1} \mathbf{r}_{t}\left(\theta_{o}\right)\right), \\
& \check{B}_{T}(\tilde{\theta}) \stackrel{\text { def }}{=} T^{-1} \sum_{t=1}^{T} \check{\mathbf{R}}_{t}^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \check{\theta}, \check{\kappa}\right)^{-1} \nabla \mathbf{r}_{t}(\tilde{\theta}),  \tag{27}\\
& B_{T}(\tilde{\theta}) \stackrel{\text { def }}{=} T^{-1} \sum_{t=1}^{T} \mathbf{R}_{t}\left(\theta_{o}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{R}(\tilde{\theta}), \\
& \check{B}_{o}(\tilde{\theta}) \stackrel{\text { def }}{=} \lim _{T \rightarrow \infty} T^{-1} \sum_{t=1}^{T} \mathrm{E}\left(\check{\mathbf{R}}_{t}^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \check{\theta}, \check{\kappa}\right)^{-1} \nabla \mathbf{r}_{t}(\tilde{\theta})\right) .
\end{align*}
$$

In addition we assume that

$$
\begin{align*}
& A_{o} \stackrel{\text { def }}{=} \lim _{T \rightarrow \infty} T^{-1} \sum_{t=1}^{T} \mathrm{E}\left(\mathbf{R}_{t}\left(\theta_{o}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{r}_{t}\left(\theta_{o}\right)\right), \\
& B_{o} \stackrel{\text { def }}{=} \lim _{T \rightarrow \infty} T^{-1} \sum_{t=1}^{T} \mathrm{E}\left(\mathbf{R}_{t}\left(\theta_{o}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{R}_{t}\left(\theta_{o}\right)\right) . \tag{28}
\end{align*}
$$

Define $V_{\theta_{o}}(c)$ as an $1 / \sqrt{T}$-ball around $\theta_{o}$, i.e., $\left\{\theta:\left|\theta-\theta_{o}\right|_{2} \leq c / \sqrt{T}\right\} . C_{o}$ is defined to be

$$
C_{o} \stackrel{\text { def }}{=} \lim _{T \rightarrow \infty} T^{-1} \sum_{t=1}^{T} \mathrm{E}\left(\mathbf{R}_{t}\left(\theta_{o}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{r}_{t}\left(\theta_{o}\right) \mathbf{r}_{t}^{\prime}\left(\theta_{o}\right) \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{R}_{t}\left(\theta_{o}\right)\right)
$$

We denote $\|X\|_{2}$ as $\left(\mathrm{E}\left(X^{2}\right)\right)^{1 / 2}$.
B. $1 \check{\theta}$ and $\check{\kappa}$ are pre-estimators lies in the interior of $\Theta$ and $\Gamma$, and are consistent.
B. $2 \hat{\theta}$ is $\sqrt{T}$-consistent.
B. 3 Each element of $\mathbf{r}_{t}(\theta)$ is measurable and twice continuously differentiable. Each element of $\mathbf{D}_{t}(\theta, \kappa)$ is first continuously differentiable.
B. $4\left\|\sup _{\theta \in \Theta}\left|\mathbf{r}_{t}(\theta)\right|_{2}^{2}\right\|_{2} \leq M_{1},\left\|\sup _{\theta \in \Theta}\left|\mathbf{R}_{t}(\theta)\right|_{2}^{2}\right\|_{2} \leq M_{2}$, and $\mathrm{E}\left(\operatorname{tr}\left(\mathbf{R}_{t}^{\prime} \mathbf{D}_{t}^{-1} \mathbf{R}_{t}\right)\right) \leq M_{3}$, where $M_{1}, M_{2}$, and $M_{3}$ are constants.
B. $5 C_{o}$ and $B_{o}$ are positive definite.
B. $6 \sup _{\theta \in V_{\theta_{o}}(c)}\left|B_{T}(\theta)-B_{o}(\theta)\right|_{2}=\mathcal{O}_{p}(1)$.
B. 7 The map $\theta \mapsto B_{o}(\theta)$ is element-wise first order differentiable in $V_{\theta_{o}}(c)$.

Theorem 4. Under conditions B.1-B.7, the estimator $\hat{\theta}$ can be linearized through the following form,

$$
\begin{equation*}
\sqrt{T}\left(\hat{\theta}-\theta_{o}\right)=-\sqrt{T} B_{o}^{-1} T^{-1} \sum_{t=1}^{T} \mathbf{R}_{t}\left(\theta_{o}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{r}_{t}\left(\theta_{o}\right)+\mathcal{O}_{p}(1) \tag{29}
\end{equation*}
$$

Furthermore, we have the asymptotic normality of our estimator $\hat{\theta}$,

$$
\begin{equation*}
\sqrt{T}\left(\hat{\theta}-\theta_{o}\right) \rightarrow_{d} \mathbb{N}\left(0, B_{o}^{-1} C_{o} B_{o}^{-1}\right) \tag{30}
\end{equation*}
$$

Moreover, if $E\left(\mathbf{r}_{t}\left(\theta_{o}\right) \mathbf{r}_{t}^{\prime}\left(\theta_{o}\right) \mid \mathcal{F}_{t-1}\right)=\mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)$, then we have the minimum variance of the form $B_{o}^{-1}$.

Remark. The consistency in $B .1$ is needed for the minimum variance, but not necessary for asymptotic normality. If $\check{\theta}$ and $\check{\kappa}$ are converging to $\theta^{*}$ and $\kappa^{*}$, we have

$$
\begin{equation*}
\sqrt{T}\left(\hat{\theta}-\theta_{o}\right)=-\sqrt{T} B_{o}^{*-1} T^{-1} \sum_{t=1}^{T} \mathbf{R}_{t}\left(\theta^{*}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta^{*}, \kappa^{*}\right)^{-1} \mathbf{r}_{t}\left(\theta_{o}\right)+\mathcal{O}_{p}(1) \tag{31}
\end{equation*}
$$

where $B_{o}^{*} \stackrel{\text { def }}{=} \lim _{T \rightarrow \infty} T^{-1} \sum_{t=1}^{T} E\left(\mathbf{R}_{t}\left(\theta^{*}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta^{*}, \kappa^{*}\right)^{-1} \mathbf{R}_{t}\left(\theta_{o}\right)\right)$.

Proof. In our procedure, (9) becomes

$$
T^{-1} \sum_{t}^{T} \check{\mathbf{R}}_{t}^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \check{\theta}, \check{\kappa}\right)^{-1} \mathbf{r}_{t}(\theta)=0
$$

and we are interested in $\hat{\theta}$, the solution of $\theta$ in this score function.

A Taylor expansion would lead to

$$
\begin{aligned}
& T^{-1} \sum_{t=1}^{T} \check{\mathbf{R}}_{t}^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \check{\theta}, \check{\kappa}\right)^{-1} \mathbf{r}_{t}(\hat{\theta}) \\
= & T^{-1} \sum_{t=1}^{T} \check{\mathbf{R}}_{t}^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \check{\theta}, \check{\kappa}\right)^{-1}\left(\mathbf{r}_{t}\left(\theta_{o}\right)+\nabla \mathbf{r}_{t}(\tilde{\theta})\left(\hat{\theta}-\theta_{o}\right)\right),
\end{aligned}
$$

where $\tilde{\theta}$ is a point lies in the line segment between $\hat{\theta}$ and $\theta_{o}$.
It is known that under proper assumptions and by the uniform weak law of large numbers, we would have the closeness of the partial sums $\check{Q}_{T}(\hat{\theta})$ and $\check{B}_{T}(\tilde{\theta})$ to $\check{A}_{o}\left(\theta_{o}\right)$ and $\check{B}_{o}(\tilde{\theta})$ respectively. In B. 5 we assume that $B_{o}$ is positive definite, so the minimum eigenvalue $\lambda_{\min }\left(B_{o}\right)>c$, for a positive constant $c$.

We would attain the following expansion

$$
\begin{equation*}
\sqrt{T}\left(\hat{\theta}-\theta_{o}\right)=-\sqrt{T} B_{o}^{-1} T^{-1} \sum_{t=1}^{T} \mathbf{R}_{t}\left(\theta_{o}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{r}_{t}\left(\theta_{o}\right)-\sqrt{T} B_{o}^{-1}\left(\check{A}_{o}\left(\theta_{o}\right)-A\left(\theta_{o}\right)\right)+I_{T} \tag{32}
\end{equation*}
$$

$I_{T}$ is a residual term that is needed to be proved to be of small order. Let us rewrite it into

$$
\begin{aligned}
I_{T} & =-\sqrt{T} B_{o}^{-1}\left(\check{B}_{T}(\tilde{\theta})-B_{o}\right)\left(\hat{\theta}-\theta_{o}\right) \\
& -\left\{\sqrt{T} B_{o}^{-1} T^{-1} \sum_{t=1}^{T}\left(\check{\mathbf{R}}_{t}^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \check{\theta}, \check{\kappa}\right)^{-1}-\mathbf{R}_{t}\left(\theta_{o}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1}\right) \mathbf{r}_{t}\left(\theta_{o}\right)-\sqrt{T} B_{o}^{-1}\left(\check{A}\left(\theta_{o}\right)-A\left(\theta_{o}\right)\right)\right\} \\
& =: I_{T 1}+I_{T 2} .
\end{aligned}
$$

The drift term $\sqrt{T} B_{o}^{-1}\left(\check{A}_{o}\left(\theta_{o}\right)-A\left(\theta_{o}\right)\right)$ characterizes the dependency of our pre-estimated nuisance parameter $\check{\theta}, \check{\kappa} . \sqrt{T} B_{o}^{-1}\left(\check{A}_{o}\left(\theta_{o}\right)-A\left(\theta_{o}\right)\right)=\mathbf{0}$ by construction since the conditional moment property of $\mathrm{E}\left[\mathbf{r}_{t}\left(\theta_{o}\right) \mid \mathbf{x}_{t}\right]=0$.

We need to prove that $I_{T}=\mathcal{O}_{p}(1)$. Recall that $V_{\theta_{o}}(c)$ as a $1 / \sqrt{T}$-ball around $\theta_{o}$, i.e., $\left\{\theta:\left|\theta-\theta_{o}\right|_{2} \leq c \frac{1}{\sqrt{T}}\right\}$. Define

$$
\begin{aligned}
B_{T}(\tilde{\theta})= & T^{-1} \sum_{t=1}^{T} \mathbf{R}_{t}\left(\theta_{o}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{R}(\tilde{\theta}), \\
B_{T}(\theta)= & T^{-1} \sum_{t=1}^{T} \mathbf{R}_{t}\left(\theta_{o}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{R}(\theta), \\
& \text { and } B_{o}(\theta)=\lim _{T \rightarrow \infty} \mathrm{E} B_{T}(\theta) .
\end{aligned}
$$

Looking at $I_{T 1}$ first. Note

$$
\left|I_{T 1}\right|_{2} \leq \sqrt{T}\left|B_{o}^{-1}\right|_{2}\left(\left|\check{B}_{T}(\tilde{\theta})-B_{T}(\tilde{\theta})\right|_{2}+\left|B_{T}(\tilde{\theta})-B_{o}(\tilde{\theta})\right|_{2}+\left|B_{o}(\tilde{\theta})-B_{o}\right|_{2}\right)\left|\hat{\theta}-\theta_{o}\right|_{2} .
$$

If we have $\left|\check{B}_{T}(\tilde{\theta})-B_{T}(\tilde{\theta})\right|_{2} \leq \sup _{\theta \in V_{\theta_{o}}(c)}\left|B_{T}(\theta)-\check{B}_{T}(\theta)\right|_{2}$, we would have the right-hand side $=\mathcal{O}_{p}(1)$. To check this point, note

$$
\begin{aligned}
& \sup _{\theta \in V_{\theta_{o}}(c)}\left|B_{T}(\theta)-\check{B}_{T}(\theta)\right|_{2} \\
\leq & \sup _{\theta \in V_{\theta_{o}}(c)} T \mid T^{-1} \sum_{t=1}^{T}\left(\check{\mathbf{R}}_{t}-\mathbf{R}_{t}\left(\theta_{o}\right)\right) \mathbf{D}_{t}\left(\mathbf{x}_{t}, \check{\theta}, \check{\kappa}\right)^{-1} \\
- & \left.\mathbf{R}_{t}(\theta) \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1}\left(\mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)-\mathbf{D}_{t}\left(\mathbf{x}_{t}, \check{\theta}, \check{\kappa}\right)\right) \mathbf{D}_{t}\left(\mathbf{x}_{t}, \check{\theta}, \check{\kappa}\right)^{-1}\right|_{2} \cdot\left|T^{-1} \sum_{t=1}^{T} \mathbf{R}_{t}(\theta)\right|_{2}
\end{aligned}
$$

by Cauchy Schwartz inequality. As $\left|T^{-1} \sum_{t=1}^{T} \mathbf{R}_{t}(\theta)\right|_{2}$ consists of a partial sum of martingale differences, we can apply Burkholder inequality and show that $\left|T^{-1} \sum_{t=1}^{T} \mathbf{R}_{t}(\theta)\right|_{2}=\mathcal{O}_{p}\left(\frac{1}{\sqrt{T}}\right)$ by assuming that the second moment of $\mathrm{E}\left(\sup _{\theta \in V_{\theta_{o}}(c)}\left|\mathbf{R}_{t}(\theta)\right|_{2}^{2}\right)$ is bounded (B.4). And we can show

$$
\begin{aligned}
& \mid T^{-1} \sum_{t=1}^{T}\left(\check{\mathbf{R}}_{t}-\mathbf{R}_{t}\left(\theta_{o}\right)\right) \mathbf{D}_{t}\left(\mathbf{x}_{t}, \check{\theta}, \check{\kappa}\right)^{-1} \\
- & \left.\mathbf{R}_{t}(\theta) \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1}\left(\mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)-\mathbf{D}_{t}\left(\mathbf{x}_{t}, \check{\theta}, \check{\kappa}\right)\right) \mathbf{D}_{t}\left(\mathbf{x}_{t}, \check{\theta}, \check{\kappa}\right)^{-1}\right|_{2} \\
= & \mathcal{O}\left(\frac{1}{\sqrt{T}}\right)
\end{aligned}
$$

due to the differentiability and consistency of $\check{\theta}$ and $\check{\kappa}$ (B.1 and B.3). Also by the uniform law of large number $\left|B_{T}(\tilde{\theta})-B_{o}(\tilde{\theta})\right|_{2} \leq \sup _{\theta \in V_{\theta_{o}}(c)}\left|B_{T}(\theta)-B_{o}(\theta)\right|_{2}$. Finally, we need $\left|B_{o}-B_{o}(\tilde{\theta})\right|_{2}=\mathcal{O}(1)$, this is implied by the differentiability of the map $\theta \longmapsto \lim _{T \rightarrow \infty} \mathrm{E} B_{T}(\theta)$ at the neighborhood around $\theta_{o}(\mathrm{~B} .7) . I_{T 2}=\mathcal{O}(1)$ is implied by the uniform law of large numbers (B.6).

Finally, we apply a central limit theorem to the leading term

$$
-\sqrt{T} B_{o}^{-1} T^{-1} \sum_{t=1}^{T} \mathbf{R}_{t}\left(\theta_{o}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{r}_{t}\left(\theta_{o}\right)-\sqrt{T} B_{o}^{-1} \check{A}_{o}\left(\theta_{o}\right)
$$

as in El Machkouri et al. [2013] as follows.
Lemma 5 (Theorem 1 of El Machkouri et al. [2013]). Denote $Y_{t}=f\left(\mathcal{F}_{t}\right)$, where $f$ is some measurable function. Let $S_{n}=\sum_{t=1}^{n} Y_{t}$, and $\delta_{\varsigma, t}=\left\|Y_{t}-Y_{t}^{*}\right\|_{\varsigma}$. ( $Y_{t}^{*}$ is $Y_{t}$ replaced by a i.i.d. copy of the underlying innovations at time point zero.) If $E\left(Y_{i}\right)=0, \sum_{t=0}^{\infty} \delta_{\varsigma, t}<\infty$, some $\varsigma \geq 2$, and $\sigma_{n}^{2} \stackrel{\text { def }}{=} E\left(S_{n}^{2}\right) \rightarrow \infty$, then

$$
\sigma_{n}^{-1} S_{n} \rightarrow_{L} \mathbb{N}(0,1)
$$

$-\sqrt{T} B_{o}^{-1} T^{-1} \sum_{t=1}^{T} \nabla \mathbf{r}_{t}\left(\theta_{o}\right) \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{r}_{t}\left(\theta_{o}\right)$ would give us the asymptotic normality of the estima-
tion.
We are applying Lemma 5 to the object

$$
-\sqrt{T} B_{o}^{-1} T^{-1} \sum_{t=1}^{T} \mathbf{R}_{t}\left(\theta_{o}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{r}_{t}\left(\theta_{o}\right) \stackrel{\text { def }}{=}-\sqrt{T} T^{-1} \sum_{t=1}^{T} \tilde{d}_{t}
$$

Let $c$ to be any vector in $\mathbf{R}^{P}$, and take $\varsigma$ to be 2 , then we can verify that $c^{\prime} \tilde{d}_{t}$ is MDS, and we then have $\sum_{t=0}^{\infty} \delta_{\varsigma, t} \leq C\left\|c^{\prime} \tilde{d}_{t}\right\|_{2}<M_{3}$, by imposing [B.4]. In addition, we have $\lim _{T \rightarrow \infty} \mathrm{E}\left(S_{T}^{2}\right)=T^{-1} \sum_{t=1}^{T} \mathrm{E}^{\prime} B_{o}^{-1} C_{o} B_{o}^{-1} c$.

We have then following the above lemma 5, the Cramár Wold device, and the expansion as in (32).

$$
\begin{equation*}
\sqrt{T}\left(\hat{\theta}-\theta_{o}\right) \rightarrow_{L} \mathbb{N}\left(0, B_{o}^{-1} C_{o} B_{o}^{-1}\right) \tag{33}
\end{equation*}
$$

where $C_{o}$ is defined to be

$$
\lim _{T \rightarrow \infty} T^{-1} \sum_{t=1}^{T} \mathrm{E}\left(\mathbf{R}_{t}\left(\theta_{o}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{r}_{t}\left(\theta_{o}\right) \mathbf{r}_{t}^{\prime}\left(\theta_{o}\right) \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{R}_{t}\left(\theta_{o}\right)\right)
$$

It is not hard to see that if we correctly specify the variance-covariance matrix of the conditional moment, namely $\mathrm{E}\left(\mathbf{r}_{t}\left(\theta_{o}\right) \mathbf{r}_{t}^{\prime}\left(\theta_{o}\right) \mid \mathcal{F}_{t-1}\right)=\mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)$, then

$$
\begin{aligned}
& \mathrm{E}\left(\mathbf{R}_{t}\left(\theta_{o}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{r}_{t}\left(\theta_{o}\right) \mathbf{r}_{t}^{\prime}\left(\theta_{o}\right) \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{R}_{t}\left(\theta_{o}\right)\right) \\
= & \mathrm{E}\left(\mathrm{E}\left(\mathbf{R}_{t}\left(\theta_{o}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{r}_{t}\left(\theta_{o}\right) \mathbf{r}_{t}^{\prime}\left(\theta_{o}\right) \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{R}_{t}\left(\theta_{o}\right) \mid \mathcal{F}_{t-1}\right)\right) \\
= & \mathrm{E}\left(\mathbf{R}_{t}\left(\theta_{o}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathrm{E}\left(\mathbf{r}_{t}\left(\theta_{o}\right) \mathbf{r}_{t}^{\prime}\left(\theta_{o}\right) \mid \mathcal{F}_{t-1}\right) \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{R}_{t}\left(\theta_{o}\right)\right) \\
= & \mathrm{E}\left(\mathbf{R}_{t}\left(\theta_{o}\right)^{\prime} \mathbf{D}_{t}\left(\mathbf{x}_{t}, \theta_{o}, \kappa_{o}\right)^{-1} \mathbf{R}_{t}\left(\theta_{o}\right)\right)
\end{aligned}
$$

Thus $C_{o}=B_{o}$ and the asymptotic variance would be $B_{o}^{-1}$.

### 7.3 One-step estimation

In this subsection, we show the asymptotic equivalence of the one-step estimator $\bar{\theta}$ and the ideal estimator $\hat{\theta}$, by updating any $\sqrt{T}$-consistent estimator $\check{\theta}$.
$B_{o}, B_{T}$, and $\check{B}_{T}$ in the following assumptions are defined in (27) and (28).
C. 1 For each random sequence $\theta_{T}=\theta_{o}+\mathcal{O}\left(\frac{1}{\sqrt{T}}\right),\left|B_{T}\left(\theta_{T}\right)-B_{o}\left(\theta_{o}\right)\right|_{2}=\mathcal{O}_{p}(1) . B_{o}$ is invertible.
C. $2\left|\check{B}_{T}(\theta)-B_{T}\left(\theta_{T}\right)\right|_{2} \rightarrow_{p} 0$.
C. 3 Both $\hat{\theta}$ and $\check{\theta}$ are $\sqrt{T}$-consistent.
C. $4 B_{T}(\theta)$ converges in probability to $B_{o}(\theta)$ within $V_{\theta_{o}}(c)$.

Theorem 6. Under assumption C.1-C.4, we have the asymptotic equivalence of the one-step estimator $\bar{\theta}$ and the ideal estimator $\hat{\theta}$, namely, $\bar{\theta}-\hat{\theta}=\mathcal{O}_{p}\left(\frac{1}{\sqrt{T}}\right)$.

Proof. Define $\check{Q}_{T}(\theta)=T^{-1} \sum_{t=1}^{T} \check{\mathbf{Z}}_{t}^{\prime} \mathbf{r}_{t}(\theta)$, the score function leading to the ideal estimator $\hat{\theta}$. Recall that

$$
\begin{gathered}
\check{B}_{T}(\check{\theta})=T^{-1} \partial \check{Q}_{T}(\theta) /\left.\partial \theta^{\prime}\right|_{\theta=\check{\theta}} \\
\bar{\theta}=\check{\theta}-\left(\check{B}_{T}(\check{\theta})\right)^{-1} \check{Q}_{T}(\check{\theta})
\end{gathered}
$$

Rearrange the last equation, we have

$$
\begin{equation*}
\check{B}_{T}(\check{\theta})(\bar{\theta}-\check{\theta})=-\check{Q}_{T}(\check{\theta}) \tag{34}
\end{equation*}
$$

By the property $\check{Q}_{T}(\hat{\theta})=0$ and Assumption C.3, we have

$$
\begin{equation*}
0=\check{Q}_{T}(\hat{\theta})=\check{Q}_{T}(\check{\theta})+\check{B}_{T}(\check{\theta})(\hat{\theta}-\check{\theta})+\mathcal{O}_{p}\left(\frac{1}{\sqrt{T}}\right) \tag{35}
\end{equation*}
$$

Rearrange (35), we have

$$
\begin{equation*}
-\check{Q}_{T}(\check{\theta})=\check{B}_{T}(\check{\theta})(\hat{\theta}-\check{\theta})+\mathcal{O}_{p}\left(\frac{1}{\sqrt{T}}\right) \tag{36}
\end{equation*}
$$

Combining (34) and (36) and rescaling them by $\sqrt{T}$, we have

$$
\begin{aligned}
\mathcal{O}_{p}(1) & =\sqrt{T} \check{B}_{T}(\check{\theta})(\bar{\theta}-\hat{\theta}) \\
& \left.=\sqrt{T}\left(B_{o}(\theta)+\mathcal{O}_{p}(1)\right)(\bar{\theta}-\hat{\theta})\right) \\
& \left.=\sqrt{T} B_{o}(\theta)(\bar{\theta}-\hat{\theta})\right)+\mathcal{O}_{p}(1)
\end{aligned}
$$

where the second equality follows from C. 2 and C.4. The last equality follows from C.3.
By the invertibility of the matrix $B_{o}$, we have

$$
\begin{equation*}
|\sqrt{T}(\bar{\theta}-\hat{\theta})|_{2} \leq\left|B_{o}\right|_{2}^{-1}\left|\mathcal{O}_{p}(1)\right|_{2}=\mathcal{O}_{p}(1) \tag{37}
\end{equation*}
$$

This shows the asymptotic equivalence of $\hat{\theta}$ and $\tilde{\theta}$.

### 7.4 Asymptotic consistent of the QMLE and the one-step estimation

The asymptotic normality and consistency are well understood in the literature.
M. $1 \theta_{o} \in \operatorname{int}(\Theta)$.
M. $2 \ell_{t}\left(\mathbf{y}_{t}, \mathbf{x}_{t}, \theta\right)$ are measurable and second-order differentiable.
M. $3 I_{o}$ is positive definite.
M. $4 \sup _{\theta \in \Theta}\left|T^{-1} \sum_{t=1}^{T} I_{t}(\theta)-I_{o}(\theta)\right|_{2} \rightarrow 0$.
M. $5 \frac{1}{\sqrt{T}} \mathbf{s}_{t}\left(\theta_{o}\right) \rightarrow_{L} \mathbb{N}\left(0, J_{o}\right)$.

Theorem 7 (Wooldridge [1994]). Under assumption M. 1 to M.5, the QMLE is asymptotically normal, $\sqrt{T}\left(\check{\theta}-\theta_{o}\right) \rightarrow \mathbb{N}\left(0, I_{o}^{-1} J_{o} I_{o}^{-1}\right)$.

Theorem 8. Under assumption M. 1 to M.5, the one-step estimation of QMLE is asymptotically normal, and $\bar{\theta}-\check{\theta}=\mathcal{O}\left(\frac{1}{\sqrt{T}}\right), \sqrt{T}\left(\bar{\theta}-\theta_{o}\right) \rightarrow \mathbb{N}\left(0, I_{o}^{-1} J_{o} I_{o}^{-1}\right)$.

Proof. The proof is similar to the proof in Theorem 6 and therefore omitted.
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