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Machine learning is the science of getting 

computers to act without being explicitly 

programmed. In the past decade, machine 

learning has given us self-driving cars, 

practical speech recognition, and effective 

web search. Machine learning is so 

pervasive today that you probably use it 

dozens of times a day without knowing it. 

This course will cover selected topics in 

machine learning including boosting, support 

vector machines, bagging, random forest, 

and neural networks. 
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